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Abstract 

In support of the Air Force Research Laboratory‘s (AFRL) vision of the layered 

sensing operations center, command and control intelligence surveillance and 

reconnaissance (C2ISR) more focus must be placed on architectures that support 

information systems, rather than just the information systems themselves.  By extending 

the role of UAVs beyond simply intelligence, surveillance, and reconnaissance (ISR) 

operations and into a dual-role with networking operations we can better utilize our 

information assets.  To achieve the goal of dual-role UAVs, a concrete approach to 

planning must be taken.  This research defines a mathematical model and a non-trivial 

deterministic algorithmic approach to determining UAV placement to support ad-hoc 

network capability, while maintaining the valuable service of surveillance activities. 
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ROUTING UAVS TO CO-OPTIMIZE MISSION EFFECTIVENESS AND NETWORK 

PERFORMANCE WITH DYNAMIC PROGRAMMING 

 

I. Introduction 

1.1 Research Motivation 

The motivation of this research is to determine a strategy to deploy and route 

unmanned aerial systems (UASs) to take full advantage of their surveillance and network 

routing capabilties.  Though historically UAS have been used solely for intelligence, 

surveillance, and reconaissance (ISR) purposes, recent developments have augmented 

their role with network routing.  An emerging dual-role in network routing and 

surveillance seems fitting because the vast majority of network traffic for these deployed 

systems is either ISR-related or command-and-control (C2) related.  The high-tempo 

environment in which military forces now operate demands fast response to significant 

events, and thus, command, control, intelligence, surveillance, and reconaissance 

(C2ISR) streamlines the decision-making process.  Determining policies to govern UAS 

placement at a tactical level helps to maximize their mission effectiveness, cementing 

their strategic importance. 

Large military operations that demand high situational awareness have fostered heavy 

reliance on large UAV platforms, such at the General Atomics MQ-1 Predator, instead of 

smaller platforms, such as the RQ-11B Raven, and because of the Predator‘s ubiquity, it 

has become natural to deploy them with line-of-sight (LOS) communications equipment, 

such as the Harris Co. AN/PRC-117G, to support ground troops with ad-hoc network 

routing capability as an alternative to satellite communication (SATCOM).  Saturation of 
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SATCOM links strains routers with a deluge of information, hosted by a myriad of 

different services, confounded with high overheads, and ultimately increasing end-to-end 

latency with long queues at the routers and dropped packets.  LOS networking capabilites 

alleviate this problem by circumventing low-priority traffic from constrained, high-value 

communication links, such as SATCOM. 

Large unmanned aerial vehicles (UAVs) are ideal for the dual-role of surveillance and 

network routing because they have high endurance, allowing for high persistence, and a 

high operating altitude, allowing for a long LOS, effectively shortening the list of ―hops‖ 

a given packet must take to reach its destination.  However, large UAVs are expensive to 

operate.  Aside from heavy fuel consumption, they require entire maintenance crews, 

complex onboard and ground-based electronics, SATCOM support, and remote human 

operators. 

In contrast, small platforms, such as the RQ-11B Raven are hand-launched and 

require little more than a hand-carried remote control.  Despite their low payload 

capacity, ongoing research is being conducted by multiple agencies to investigate the 

plausibility of their design, their potential mission effectiveness, and policies that govern 

their use.  Though small UAVs have distinct disadvantages to large UAVs, and may 

never replace the role of those large platforms, their potential operational improvement 

lies in their low cost, ease-of-use, rapid deployability, and provision of increased 

situational awareness. 

1.2 Problem Statement 

Given a particular area of responsibility, with fixed nodes, moving high value targets, 

fixed traffic demand (based on the expected volume of routine C2 traffic from ground 
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troops), and a set of small UAVs equipped with network routers and known, fixed 

communication range, determine a schedule of placement for each UAS, such that the 

mission effectiveness, represented by UAS coverage of the high-value targets (HVTs), 

and network performance, represented by the network topology‘s ability to satisfy 

network demands, of the entire system are co-optimized. 

1.3 Scope 

The problem will be constrained by reasonable assumptions that compromise between 

a problem space that is manageable and maintaining the reality of the mission to keep the 

results relevant to operational use.  In this case, simplifications to the problem space will 

maintain the algorithm‘s ability to predict real-world UAS placement within enough 

range to conduct normal network operations. 

The notional UAVs in this scenario will be RQ-11B Ravens equipped with a radio 

repeater that flies at relatively low altitudes.  Though many small UAVs are suitable for 

this mission, the Raven is the most widely used UAV of its size and abilities.  Ongoing 

research is developing its ability to both perform surveillance and relay network traffic 

using an onboard router.  Although small UAVs have the ability to fly as high as 10,000 

feet, their strategic advantage of high-fidelity surveillance information is highly 

diminished at this altitude.  An assumption of low-altitude gives better assurance that the 

information it collects is of high tactical value, and reflects a likely real-world tasking. 

The model of signal propagation is abstracted from the problem space.  Although real 

communication assurance depends on much more than simply Euclidean distance, the 

assumption of ―line of sight‖ simplifies the process of determining whether or not a 
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signal is received by avoiding the dynamics of signal attenuation, physical obstacles, 

weather, and similar realities related to physical signal reliability. 

To that end, the spatial model is simplified even further.  Instead of dealing with 

continuous space, the geographic map is discretized into non-overlapping, equally-sized 

blocks.  The blocks are of a parameterized size.  For example, the principal scenario uses 

a map of a 10 km by 10 km area.  Given a parameter of 0.25 km square blocks, the 

problem space would consist of a 40 by 40 block area of distinct spaces.  This 

simplification provides the algorithm with a more manageable, organized space from 

which to choose, and aligns closely with the manageable goal of finding loiter-positions, 

rather than the goal of finding exact locations. 

Real world nodes that travel slowly in comparison to airborne UASs will be modeled 

as fixed nodes.  For example, mine resistant ambush protected (MRAP) vehicles, tanks, 

and ground troops will be fixed nodes because, within a given information transmitting 

opportunity of a few minutes or so, these entities move minimally, at least within the 

context of network range and connectivity.  Modeling these relatively slow entities as 

fixed should not interfere strongly with the reality of network routing because the amount 

of time it takes for a network packet to travel through hops to the destination is a 

figurative ―blink of the eye‖ in comparison to the speed of a humvee, which actually 

spends a lot of time at a standstill or loitering within a small geographic space.  UAVs, on 

the other hand, are unaffected by the position of buildings or constraint of roadways and 

simply fly to the location at which they are needed.  
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1.4 Approach and Concept of Operations 

The proposed combat preparation and tasking approach is derived from the concept of 

operations (CONOPS) from the Davis and Kabban research [1].  Davis and Kabban 

outline a sequence of actions necessary to implement a layered sensing (LS) architecture 

that remains fairly open.  Refining this process with more strict activities will allow 

multiple operators to use their collective efforts to achieve a more complete common 

operating picture (COP) to military commanders and decision makers. 

The CONOPS is a detailed document that: 

…provides an overview of the principle LS components and capabilities, 

the expected operational environment, notional missions, architecture, 

necessary and enabling capabilities, sequenced actions, and LS-specific 

scenarios and vignettes 

While this document considers a wide range of different missions in which ISR 

operations are needed, it leaves out tactical details.  According to the CONOPS the 

overall LS system must: 

 Acquire, sort, prioritize, and display accurate, uncorrupted, actionable and 

timely data or information to humans and/or machines. 

 Avoid centralized decision flow in favor of flexible communications to, from, 

and between decision makers at all levels of war. 

 Produce and/or display and share a common joint operating picture to 

facilitate improved interoperability, communication, and situational 

awareness. 

The LS CONOPS requires that the implementation of an LS architecture, to include this 

network-level structure, be capable of performing these tasks, among others.  These tasks 
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are relevant to this research because they emphasize the importance of acquiring timely, 

accurate information over a flexible communication network.  Effective network-level 

architecture should be able to account for future traffic, adjust its structure appropriately, 

and transport to military decision makers the data in a timely fashion. 

For this research, supporting these goals means tasking UAVs to be in locations 

where they are best suited to observe critical events, and also to be in locations where 

they support the group goal of creating an ad-hoc mesh network.  The ad-hoc mesh 

network allows surveillance information originating from UAVs and routine GIG traffic 

from ground nodes to ―hop‖ to centralized locations where commanders are located, such 

as forward operating bases and command centers. 

1.4.1 Task Elaboration 

The CONOPS includes a sequence of actions which addresses the full process, from 

addressing the circumstances to making decisions based on them.  The sequence of 

actions defined in the CONOPS is as follows: 

1. Receive collection of requirements 

2. Prioritize collection requirements 

3. Assign platforms and sensors to prioritized collection requirements 

4. Task operational units to perform ISR activities 

5. Deploy and position assets to execute taskings (land, air, space, sea, cyber) 

6. Command, control, and communicate 

7. Sense 

8. Exploit 

9. Track 
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10. Redeploy assets 

This research does not define every single one of these steps, but rather, focuses on a 

subset.  Receiving and prioritizing information are tasks that are conceptually separate 

from tasking assets.  Sensing generally occurs at the hardware level.  Exploiting data and 

tracking targets are tasks that are difficult for machines to perform and are best performed 

by humans.  Mainly, this approach looks to perform steps 3, 4 and 5.  At these steps in 

the process, focus switches to the physical placement of assets, including UAVs, which 

has a direct impact on the coverage of events and the routing of network traffic. 

1.4.2 Matching the Correct Assets to the Situation 

To mitigate the problem of ―information overload,‖ both with physical bandwidth 

constraints and human comprehension capacity, this approach focuses on streamlining 

the data collection model.  The past Davis and Kabban research considered a10km
2
 urban 

area (more information in I.A.Appendix C: ),, and called for the following extensive list 

of hardware: 1 E-8C (MTI), 1 RQ-4 (MTI, SAR/EO), 2 ACS (MTI), Multiple UGSs, 2 

Shadows (Video/IR), 2 Hunters (Video/IR), 3 MQ-1 Predators (Video/IR)  [1].  Many of 

the aforementioned platforms rely on SATCOM to some degree and the addition of more 

devices only exacerbates the problem. 

SATCOM, although often a safe choice for BLOS communication, can occasionally 

fail due to weather or physical obstructions.  The increasing number of devices that rely 

on SATCOM has caused high saturation of the links to those satellites, which causes 

heavy delays for the end-user.  A relief from the reliance on these SATCOM links will 

help to allow these pathways to be open for extremely critical services. 
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The proposed model calls for a change in roles to achieve mission compliance with 

fewer devices.  The Raven‘s ISR mission has generally been limited to a ―mirror around 

the corner‖ role for ground troops, due to its limited flight time, high expendability, and 

lack of data-transfer ability.  By adding a small network router, the expectation is for the 

Raven to be able to collect Video/IR data and ferry it to a semi-persistent data ferry, such 

as a loitering MQ-1 Predator.  Figure 1 shows the operational concept that incorporates 

this strategy. 

 

Figure 1: Operational Concept 

The proposal calls for a small swarm of Ravens (roughly 5-10, depending on the size 

of the area and the characteristics of the terrain) to collect the video/IR data at low 

altitude, pass it along to the RQ-1 overhead, using a nearby E-8C JSTARS as a command 

and control center.  Predators, Shadows, and Hunters had been previously used to 



 

9 

monitor the ground at a conservatively high altitude to avoid the danger of RPG attacks.  

Small-platform UAVs, such as the Raven are relatively inexpensive in comparison and 

more expendable, thus allowing them to be flown at lower altitude.  Lower altitude 

platforms provide the opportunity to use lower-fidelity cameras to achieve the same 

benefit of surveillance.  Platforms at 30,000 feet, like the Predator, require very 

expensive cameras to be able to zoom in on a particular event.  Within this role, the 

overhead Predator can zoom out, view the entire urban area, give appropriate flight 

taskings to the Ravens below, ferry data to the command center, and forward mission 

taskings and plan changes from the E-8C JSTARS to the Raven operators as necessary. 

Previous C2 centralization at a forward operating base (FOB) had created the 

requirement for communication over long distances, which resulted in heavy SATCOM 

usage.  A slightly more decentralized approach reduces the volume of traffic traveling 

over SATCOM links, reducing strain, and increasing potential bandwidth for other 

services.  Of course, not all mission decisions can be made at such a decentralized, 

tactical level, and some messages will have to travel in between the E-C8 and the FOB, 

but the expectation is that most decisions can be made in a decentralized manner.  

Although this decentralized architecture increases the latency of high-importance 

messages traveling from the area of operations and the FOB, most routine messages will 

have a decreased latency and the overall responsiveness of the system will increase. 

1.5 Goals and Hypothesis 

The ultimate goal of this research is to determine a strategy to deploy UASs in a way 

that takes full advantage of their current surveillance and networking capabilties.  In 

particular, this research focuses on increasing the strategic advantage of small UAVs by 
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scheduling their movement to areas that weigh their benefit when observing significant 

events, such as the activity of HVTs, and when performing a network routing role.  The 

notional small platform is the RQ-11B Raven (pictured in Figure 2 [2]Figure 12) fixed 

with an onboard radio signal repeater.  The platform offers the advantage of collecting 

higher fidelity imaging than larger, higher-altitude UAS platforms because of their 

proximity to the battlespace, but this research focuses on the possiblity of using the 

Raven in a dual-role.  The  key factor about the use of this platform is that the concept of 

operations is designed for technology that we have today and is designed to be 

implemented in the attainable future. 

 

Figure 2 OWL UAV, converted from RQ-11B Ravens 

 

The experiments will attempt to prove the hypotheses: 

1. Using a different balance of information-gathering platforms shifted more 

heavily towards small-platform UAVs allows for higher fidelity imaging of 

significant events. 
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2. An ad-hoc network of fixed ground nodes and UAVs is capable of supporting 

C2 and ISR traffic under real operational conditions. 

3. Using a polynomial-time algorithm, an ad-hoc network of UAVs can 

determine routing that provides near-optimally for both their primary 

surveillance mission and their secondary ad-hoc network formation. 

The overall impact of this research will be an alternative to the current CONOPS for both 

combat C2 and real-time ISR in which network performance is improved and ISR is more 

streamlined and highly reactive to ongoing events.  C2 and ISR network traffic will have 

an alternative link to SATCOM and video/IR data will have greater potential focus on 

mission targets. 

1.6 Overview and Significance of Work 

The existing CONOPS for the usage of UAVs tasked single UAVs with loitering over 

a given area for a long period of time to observe an event that had a large, uncertain 

window of opportunity.  Often, it would be the case that the services of this UAV were 

needed a location nearby and it would be re-tasked to temporarily attend to ancillary 

tasks.  In a sense, each UAV had a singular task with the ability to deviate if secondary 

tasks did not conflict with the primary task. 

Changing the model shifts the conceptual approach from one UAV to one task (or, at 

best: a few), to a relatively large group of UAVs, in concert with ground units, to many 

tasks.  The flexibility of this approach allows for fault tolerance from platform failure and 

individual refueling stoppage time, as well as its ability to pick up on unexpected events 

because of its wide geographic coverage.  In contrast, the revised approach may cause 

difficulty in assigning tasks effectively and quickly or in covering a small geographic 
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area with a high level of activity (clustering).  The major tradeoff is coverage versus 

detail. 

The tactical plan changes the operational requirements of an urban engagement.  

Heavy usage of large UAVs introduces reliance on SATCOM and more stakeholders who 

are outside of the area of responsibility.  Large UAVs themselves can be expensive to 

operate, when considering the cost of a remote user, a ground maintenance crew, and the 

high cost of fuel.  SATCOM communications can be mercurial due to its variability from 

weather, terrain, and saturation.  Large UAV tasking also tends present less flexible 

tasking.  An elaborated approach with specific consideration to assigning small UAVs 

and tasking information assets helps to utilize all combat and intelligence assets to their 

full potential, while helping to drive down cost and free up the valuable commodity of 

bandwidth for other services.  
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II. Background 

This chapter discusses the driving forces behind ad-hoc routing and improved combat 

data collection.  This chapter elaborates on the specific needs of the Air Force and the 

Department of Defense to improve, not only agency-specific operational policies, but Air 

Force wide and joint operations.  This chapter further discusses currently fielded 

technologies that support C2ISR and the underlying mechanics.  The discussion of 

alternative solutions expands the current state-of-the-art in ad-hoc UAV routing and 

discusses philosophies governing their design. 

2.1 Air Force Combat Operations and the role of C2ISR 

The current unifying theme of research and innovation in command control systems is 

that net-centric warfare (NCW) and enterprise command and control (EC2) systems [3] 

[4] are important to creating a common operating picture (COP) to provide situational 

awareness to the war fighter.  A highly capable information system that employs NCW 

can deliver the COP to troops in a timely manner and increase their mission 

effectiveness.  Current operations of joint military forces depend on this powerful 

capability to collect, analyze, and act upon information.  This battlefield information, as a 

baseline, must contain movement data for hostile, neutral, and friendly forces, 

environmental information, battle plans, and processed and raw information and imagery 

[5].  The requirements that joint C2 centers hold for battle-space awareness, in a realistic 

sense, place a heavy strain on information infrastructure systems.  With the growing need 

for deployable, expeditionary forces, information gathering and dissemination is 

becoming a difficult challenge.  At a highly conceptual level, high demand for timely 
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accurate information competes directly with the expeditionary model of war-fighting, 

which dictates a decrease in forces.  Surveillance coverage simply cannot live up to its 

demand with fewer troops.  Novel systems must be put in place to satisfy the demands of 

NCW. 

The Department of Defense‘s Force Transformation Office released ―The 

Implementation of Network-Centric Warfare‖ in 2005 [6], stating the importance of 

information on today‘s battlefield.  The document points out, in the Information Age, the 

focus is not set entirely on the technology of our information systems, but rather, the 

interaction that humans have with those information systems.  Much of the fast-acting 

critical thinking is still done by human operators who are trying to gain as much 

information from our systems as possible. 

 

Figure 3: Tenets of Network-Centric Warfare [6] 
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Net-centric doctrine encapsulates the idea of ad-hoc routing for network stability.  

Figure 3 shows the relationship between the information domain, the cognitive and social 

domains, and the physical domain.  The ability to effectively share information allows for 

better collaboration, and increases situational awareness, which ultimately leads to 

greater mission effectiveness.  The techniques developed in this research improve our 

capabilities in both the information domain and the physical domain to help shorten the 

gap between the realization of events and our ability to take appropriate courses of action. 

2.2 The Global Information Grid 

According to Department of Defense (DoD )directive 8001.1 the Global Information 

Grid (GIG) is the globally interconnected end-to-end set of information capabilities, 

associated processes, and personnel for collecting, processing, storing, disseminating and 

managing information on demand to warfighters, policy makers, and support personnel 

[7].  The GIG includes all operating locations, including bases, posts, camps, stations, 

facilities, mobile platforms, and deployed sites.  The overarching policy requires that the 

GIG support all missions involving information technology (IT) and that it be 

interoperable.  The DoD vision is that a single architecture be capable of managing all 

information assets in support of information superiority. 

The ultimate goal of the GIG is a large undertaking, and currently, there is still 

improvement t be made.  In the architectural vision published in 2007 the DoD outlined 

specifically the need for robust mobile systems.  According to the vision, ―the current 

GIG is static rather than dynamic; it cannot quickly adapt to satisfy the unanticipated 

needs and users.‖ [8]  The main focus of current improvements on the GIG is to ―support 

NCO.‖ [8]  The architectural vision describes the shortcomings of currently fielded 
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systems, and describes capabilities that need to be improved.  In the battlespace 

environment the GIG facilitates the passage of information between ―forces, facilities, 

sensors, decision makers (at all levels), weapons, intelligence analysts, [and] support 

personnel.‖  The architectural vision places high emphasis on high availability of mission 

critical information and performance control, such as bandwidth throttling.  The target 

GIG is described as the following: 

Users can rapidly access the GIG network and remain connected (i.e., be 

automatically authenticated, recognized, and responded to) as they deploy 

and move. Even at the tactical ‗edge,‘ users have access to sufficient 

bandwidth, that, coupled with network optimization techniques – 

including information caching and performance management – enables 

those users to ‗pull‘ or ‗post‘ important bandwidth intensive information 

such as high-resolution video with acceptable latency. When connections 

are interrupted and resources constrained, the GIG dynamically adapts 

service levels (including data compression) and communication paths on a 

user-priority and precedence basis that optimizes mission assurance. 

Though the architectural view is a high-level design and does not describe specific 

implementations needed to accomplish the ―target GIG,‖ the architecture must 

dynamically adapt and support high volumes of traffic, such as high-resolution video.  

Not only does the vision call for dynamic bandwidth reallocation, but includes specific 

provision for mobile ad hoc networks. 

2.3 Mobile-ad Hoc Networks 

A mobile ad hoc network (MANET) is a wireless communication system in which the 

nodes work together based only on a mutual agreement without knowing about the 

network topology around themselves [9].  The general characteristics of MANETs are the 

―multi-hop nature of connectivity between the nodes‖ and ―highly time-varying 

topology.‖ [10]  MANETs do not rely on any infrastructure or static devices, such as base 
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stations.  The driving forces behind the design of MANET protocols include mitigating 

high power consumption, using less bandwidth, and lowering error rates [11].  MANET 

protocols that vary by adaptive routing or topology control differ to make tradeoffs and 

achieve these network performance goals based on particular domain characteristics. 

2.3.1 Table-Driven 

Table-driven MANET protocols require each node to maintain one or more tables that 

contain information about the topology of the network, including routing information, 

distance, and link cost.  Nodes disseminate messages to each other to announce changes 

to the topology.  Source-initiated MANET protocols require that nodes create routes as 

the messages are being sent.  In general, table-driven protocols have higher memory 

requirements because of the need for each node to maintain a routing table.  Source-

initiated protocols generally use more bandwidth because of the need for more frequent 

route discovery. 

The archetypical table-driven protocol is Destination-Sequence Distance-Vector 

(DSDV) routing, which implements a Bellman-Ford routing mechanism [11].  Each node 

maintains a routing table containing the next hop and number of hops to each other node 

in the network, using periodic update messages to maintain consistency.  Changes to the 

topology are broadcasted with either an incremental or a full dump packet.  Table-driven 

protocols generally require fewer broadcasts than source-initiated protocols, and are thus 

more bandwidth and energy efficient, but at the cost of high memory usage of the device, 

making the system less scalable, although this memory usage problem can be mitigated 

with a clustering scheme.  At low topology-change update rates table-driven protocols are 

also less resilient to the mobility of nodes.  High node mobility invalidates table entries. 
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2.3.2 Source Initiated 

Source-initiated, or on-demand, protocols generally do not require tables, and rely on 

messages to eventually propagate to their intended destination.  The archetypical source-

initiated protocol is Ad Hoc On-Demand Distance Vector (AODV) routing.  A source 

attempting to send a packet first broadcasts a route request (RREQ) packet, containing 

the destination node‘s IP address, to its neighbors, who then pass the RREQ to their 

neighbors.  Intermediate nodes note the sender of each unique RREQ, ignoring any 

duplicate RREQs.  Once the RREQ reaches its destination, the destination node unicasts 

a route reply back to its sender.  The backwards path is now established for the 

transmission of the message.  Each node keeps a record of successful RREQ/RREP-

defined paths, deleting stale entries by a timer [11].  AODV has low overhead, compared 

to other source-initiated protocols, because request packets need not append path links 

along the way.  Intermediate nodes need only remember each RREQ‘s sender.  AODV is, 

however, less resilient to mobile nodes because routes quickly become stale and merit 

RREQ broadcasts.  Source-initiated protocols are memory efficient, but have high 

potential for high bandwidth overhead. 

2.3.3 Use of MANETs in a Battle Environment 

Command and control communication for forward-operating troops is a difficult task, 

requiring the use of a wide range of hardware, software, policies, and operational plans.  

Often, the main pathway of communication for ground troops is a satellite link, which is 

reliable in many cases, but can be adversely affected by poor weather conditions, extreme 

terrain, or loss of line of sight with the physical satellite.  Current operations in 

Afghanistan present these communication challenges frequently and create an 
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opportunity for MANETs to improve communication reliability.  Common practice 

dictates that MANETs not be used to cover an entire operational area to maximize spatial 

reuse and battery conservation [10], and thus, an entire system must exist to allocate the 

resources necessary to support operations in a specific area.  MANET protocols can 

support these regional operations at the tactical level. 

2.4 Currently Fielded C2ISR Tools 

The DoD currently fields a variety of C2ISR tools to provide situational awareness 

(SA), increase the speed of command, and support dynamic planning and redirection.  

Although the DoD is currently engaged in an effort to streamline the C2ISR process by 

unifying these tools and imposing strict standards on massage transfer protocols, the 

current state of information gathering is through disparate, independent systems.  In 

general, these information systems assist the war-fighter by displaying information in a 

human readable format, adding context by combining data sources, and facilitating the 

passage of data by implementing a computer-readable message format. 

2.4.1. Falcon View 

FalconView is a commercial off-the-shelf (COTS) GIS-enabled visualization tool that 

interfaces with external tools to overlay information about the environment onto a map.  

When it was created in 1990, it was originally intended to display geographical data to 

the warfighter using a simple, easy-to-use human interface.  It was adopted by the Air 

Force in 1997 for mission/flight planning and is currently being used by the Army, Navy, 

and Coast Guard, as well [12].  The GIS standard employs a query-based data retrieval 

system, thus allowing the warfighter to obtain information such as: ―find all the sensitive 

(non-combat structures) near a target of interest‖, ―find areas where a route passes within 
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a danger zone‖, ―analyze a drop-zone to ensure the terrain is suitable.‖ [12]  Though 

interoperable web standards exist for GIS communication, the DoD has yet to adopt 

them, but will likely evolve this tool to be NCO compliant. 

Figure 4 shows an example of how GIS tools in FalconView can immediately have 

more meaning by being coupled with a map overlay.  In this case, FalconView displays 

weather information, which is fairly commonplace.  However, FalconView is capable of 

displaying vehicle overlays for mission planning, satellite imagery, and infrastructure 

overlays. 

 

Figure 4: FalconView Interface Supporting GIS overlays [13] 

 

2.4.2 Command Post of the Future 

The Command Post of the Future is a US Army project that seeks to decentralize 

command and control while providing a forum to share information and collaborate on 

decision making through multiple echelons.  That is, to allow commanders at all levels to 

communicate their intent and their knowledge.  It was specifically developed to enable 
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distributed, collaborative, command and control, rather than simply allowing applications 

to share information [14].  The CPOF is currently fielded in approximately 6,000 

different units providing situational awareness and a shared COP with shared 

workspaces, tools, data, and maps [15].  Where many of the existing information analysis 

tools focus on sharing information, this tool focuses on improving command and 

allowing actors, who are widely separated geographically, to make fast decisions based 

on real-time information from the battlespace. 

 

Figure 5: CPoF workspace example  

The sophistication of Falcon View and the CPoF exhibit the level of sophistication with 

which modern information systems are built.  The level of detail given to military 

commanders and troops alike is a testament to the large amount of information that is 
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passed on a normal, everyday basis.  The sophistication of the system and the problem of 

network load are compounded by the fact that these previously mentioned systems are 

used in concert with Force XXI Battle Command Brigade and Below (FBCB2) [16], Joint 

Tactical Radio System (JTRS), Advanced Field Artillery Tactical Data System 

(AFATADS), and Maneuver Control System (MCS).  As joint operations become 

increasingly more common, single vehicles travel with multiple systems in them, in order 

to share and disseminate information between forces of different military services.  The 

direct implication of this pattern of information-use is that the amount of network traffic 

is magnified.  It is not an uncommon practice for troops to report an event multiple times 

over multiple C2 systems, in order to coordinate actions with disparate forward-operating 

groups of blue forces.  Until separate military branches and other information-gathering 

organizations can agree upon a single system that serves the needs of all stakeholders, the 

trend of large, unwieldy information systems will continue.  Communication 

infrastructure needs to continue to grow to support this burgeoning system. 

An operational assessment of a currently deployed multiband communication device 

confirmed the use of these services and underlined their importance to supporting joint 

operations [17].  The study also revealed the delays in network communication that result 

from ad-hoc routing.  A task as simple as opening an email from the secret network took 

over 2 minutes and sending 2.29MB of data took nearly 10 minutes [17].  It is easily 

conceivable that the inability to obtain critical information within this timeframe could 

seriously endanger forward-operating forces.  The delays in the current state-of-the-art 

communication infrastructure indicate that the capabilities of software used by military 

forces is advancing at a rate that is cannot be supported by traditional methods of ad-hoc 
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communication.  A system capable of supporting the high volume of traffic created by 

modern military operations must take special consideration to the circumstances of the 

current battlespace environment in order to overcome high queuing delay, dropped 

packets, and bandwidth overloading. 

2.5 Data Collection and Exploitation 

The operational activity model shown in Figure 6, taken from [1], describes a high-

level view of the processes necessary to maintain surveillance of the operational area.  In 

the case of the Davis and Kabban experiment, airborne ISR assets tracked varying 

numbers of HVTs in an urban environment.  The process, using terminology from the 

diagram in Figure 6, is as follows: when a UAV ―sensed‖ a potential vehicle of interest, a 

human track manager generates a ―track report‖ (indicated by the arrow from the ―track‖ 

box to the ―perform command and control‖ box).  A ―command and control‖ staff 

decides whether the track report has merit and assigns ―taskings‖ to UAV operators to 

―sense‖ these HVTs.  Based on their observations, the operators generate ―sensed data 

reports,‖ which are passed on to ―exploitation‖ centers.  The finished product of the entire 

process is exploited data reports and assessments. 

―Perform Command and Control,‖ ―Exploit,‖ and ―Track‖ processes are typically 

performed at a nearby headquarters or on-board an AWACS or JSTARS.  Although the 

―Sense‖ process involves track managers that are physically located outside of the battle 

environment, it also involves the UAVs, located within the battle space, that track the 

data.  A change to the tactical process by which these UAVs collect data ripples 

throughout the entire data collection/exploitation process, and ultimately speeds the 

process of effecting stakeholders: the military commanders and combatants.   
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Figure 6: External Systems Diagram Conduct Layered Sensing Operations (OV-5 

A0) [1] 

 

Improving the quality and accuracy of data in the ―Sense‖ process improves the ability of 

C2 authorities to generate accurate taskings.  Data reports that rely on multiple data 

sources can theoretically track targets longer and supply more comprehensive data about 

the battle environment.  An effective data collection process is crucial to mission 

effectiveness. 

Previous research on the information gathering/exploitation process has shown that 

current standards and CONOPs cause bottlenecks at information analysis centers [1].  

Human anaylsts were incapable of correctly tracking HVTs for long periods of time 
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under the conditions of the scenario.  Interviews performed by this study confirmed that 

high work loads, an inundation of taskings, caused high latency between the generation 

of a surveillance request and the allocation of physical resources to that task.  As latency 

increases, the geographic area, in which the target-in-question could now be, expands, 

increasing the difficulty of spotting the target and distinguishing it from other neutral 

vehicles or people. 

2.6 Wireless Sensor Networks 

Wireless sensor networks (WSNs) are designed to perform a set of high-level 

information processing tasks such as detection, tracking, or classification [18].  In the 

case of this research, this may not be the case, as the nodes can be fairly sophisticated.  

WSNs designs are an important consideration to ad-hoc UAV topology control because 

they show the techniques used to improve coverage of the information-gathering 

environment.  That is, consideration to WSNs will give insight to the mission 

effectiveness portion of the problem area. 

2.6.1 Common Approaches to Topology Control for WSNs 

One of the primary challenges with wireless sensor networks is the need to minimize 

power consumption.  Power consumption results from sending messages to other nodes.  

As expected, protocols that achieve low power consumption are those that are capable of 

sending fewer messages.  WSN satisfy the needs of their stakeholders and consider 

application-specific circumstances to mitigate their potential inefficiencies. For example, 

effective topology control can reduce power consumption.  While up-to-date topology 

information can reduce the number of hops a message must travel to reach its destination, 
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strict topology control may require broadcasting, which is an expensive operation [18].  

Choosing topology control mechanisms can be a double-edged sword. 

WSNs consist of three types of devices, sensor nodes, relay nodes, and base stations 

[19].  Placement algorithms for relay nodes rely on two principles to assist in minimizing 

cost, Far-Near and Max-Min [19].  The general format for algorithms that place relay 

nodes consider sensor node location, probabilistic models for the detection of sensor 

information, and the transmission range of the nodes.  Many of these algorithms simplify 

the map space into a grid to scale the problem space into a discretized domain, including 

the research in [19].  Common approaches that use this algorithm format include: 

Nearest-To-Base-Station-First algorithm (NTBF), Max-Residual-Capacity-First 

algorithm (MRCF), and Best-Effort-Relaying algorithm (BER), but none of these 

approaches are multi-objective-based. 

2.6.2 Mobile Relay Nodes vs. Static Relay Nodes 

Energy conservation is the most critical issue in WSNs and static nodes are preferred 

in most cases.  Generally, WSNs refer to large networks of inexpensive, wireless, battery-

powered devices that are relatively small [20].  However, within the context of this 

research, an abundance of static nodes is difficult because the system must be highly 

deployable.  The motivation behind the usage of inexpensive static nodes is that they 

usually collect simple data, are disposable, and easy to distribute.  In the case of 

intelligence operations, the data collected is usually more complex, such as video 

surveillance, which tends to increase the cost of the nodes.  In addition, the region of 

interest is not usually known until the time of the operation is close, thus making it 

difficult to distribute large numbers of sensors quickly.  The research in [20] touts the 
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savings in initial and operational costs for static nodes, but for military applications, the 

option is simply not practical.  Topology control mechanisms specific to ISR operations 

must make the assumption that many of the nodes are mobile. 

2.6.3 Routing in Wireless Sensor Networks 

The concern in many WSNs is routing messages because, as in most WSNs where the 

number of nodes is high and the networks tend to be densely populated, messages must 

take many hops in order to arrive at their final destination.  It is typically not a problem to 

get the message to its destination, but rather, it is a problem to get it there cheaply.  If a 

message were to simply travel in the direction of its ultimate destination using an open 

shortest path first (OSPF) algorithm, the resulting path cost would be much greater than a 

routing algorithm that employed a method of estimating a connected dominating set 

(CDS).  This can be seen in Figure 7: Routing using OSPF versus routing using a CDS 

approximation 

 

Figure 7: Routing using OSPF versus routing using a CDS approximation 
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Analysis from [21] shows that finding a CDS has no optimal solution because the 

problem space is too large, but by using heuristics that approximate space into polygon-

shaped regions, near-optimal solutions can be found and routing in highly dense WSNs 

can be performed with relatively low setup and operating costs [21]. 

Alternative solutions to minimizing power include mobile base stations that change 

their location over time to account for the change in the trend of information origination 

[22].  With respect to ad-hoc C2ISR, the role of mobile base stations may be fulfilled 

low-level commanders traveling in tactical armored vehicles.  Realistically though, the 

approach offers difficulty in unity of command and may not alleviate strain on satellite 

communication.  These disparate base stations may need to resort to communication via 

SATCOM by virtue of their geographic separation.  The constraint of this problem 

environment essentially limits base stations to static placement only. 

2.7 Network Tasking Order 

The USAF Network Operations Functional Concept from 2006 gives a vision for the 

framework of Air Force Network Operations (AFNetOps), describing how secret-level 

C2 will operate, and elaborates on how C2 will operate within the GIG.  The framework 

includes a provision for the NTO, specifically defining it with the following [23]: 

The NTO directs the timely flow of information across the AF-provisioned 

portion of the GIG.  Within the NTO, operational and scheduled events 

impacting the AF-provisioned portion of the GIG, taskings and additional 

information will be presented…NTOs are released daily and compliance is 

mandatory per Air Force policy. 

Work by Compton on the NTO process describes a method for collecting information 

about the environment and assets to develop a plan for placing assets, airborne and 

ground-based, and governing what communication routes are authorized at what times 
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[24].  The work created an analog to the Air Tasking Order (ATO) by governing network 

assets in a similar manner.  Compton further discussed the implications of implementing 

security and trust systems into that plan to protect information systems.  The major 

impact of this work was the concept of allocating assets in advance of operations 

specifically for the purpose of supporting the demand for message sending, whether those 

messages are simply radio voice messages or high-volume data collection from a wireless 

sensor network. 

Improving data collection in support of C2ISR operations requires that the 

information assets be available and specifically tasked, days in advance, under the 

guidance of intelligence reports and everyday activity in the operational area.  With 

respect to the use of small-platform, hand-launched UAVs, such as the Raven, troops 

must be provided the opportunity to prepare for missions that incorporate extra 

equipment.  It is unrealistic to expect ground operators to draw spontaneous taskings to 

HVTs and launch small UAVs.  Improving data collection means creating realistic 

predictions of significant activity and placing assets accordingly. 

These hand-launched UAVs are more cumbersome to carry than not and, if under-

utilized, they would not justify their cost.   A plan must exist to place them only in the 

hands of operators who need them.  This research focuses on fine-tuning these assets 

once they are in the operational area. 

An NTO alleviates network traffic within C2ISR, but does not account for traffic that 

arises from unforeseen events.  An NTO would provide military commanders with a 

basic idea of where units and military assets should be placed and to what capacity they 

should be utilized to best serve the mission, and is a good tool for managing network 
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flow, but has a significant weakness in its inability to react to unscheduled spikes from 

IED detection or reporting of surprise enemy forces.  C2ISR supported by a MANET has 

greater potential to provide the redundancy needed to react to a wide variety of 

contingencies.  Tasking small UAVs to observe HVTs does not replace the need for 

robust planning via the NTO, but rather, it extends upon the idea by providing strategic 

guidance after the NTO plan has already been deployed to execute its primary task of 

surveillance, while also giving provision to its secondary role as a network topology 

resource. 

2.8 Managing Traffic Using a Virtual Circuit Routing Model 

An NTO process is clearly a ―macro‖ tool.  Using an NTO will help military planners 

predict areas of interest within a coarse timeframe: blocks of an hour or a few hours.  

Planning at a coarse temporal level gives an inherent property of permanence to the 

network topology, in that mobile nodes, such as UAVs, will tend to loiter in the same 

place for a long period of time.  MANET routing protocols provide the service of 

message delivery ―right now.‖  In contrast, NTO-driven planning provides the service of 

making required resources available for a given period of time. 

A virtual circuit (VC) is a connection oriented communication service that is 

delivered by means of packet mode communication.  They are commonly used in 

problems where messages can be guaranteed the resources to reach their destination, and 

the difficult relies in using the available bandwidth optimally.  A common metaphor to 

describe a VC is a telephone switchboard.  If Bob needs to call Mary, the telephone 

switcher will connect a wire from Bob‘s terminal to Mary‘s terminal, and nothing will 

disturb that connection until the wire is released.  In VCs, links are permanent. 
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The sensor networks in ISR operations are sparsely populated and routing becomes 

difficult because of the limitation of the bandwidth on the links between the nodes.  

Determining routes for messages can be modeled with virtual circuit routing (VCR) 

problems.  Given a set of vertices, edges, edge capacities, and loads, the goal is to 

minimize the maximum load on any edge at any point in time [25].  As it applies to 

sensor networks, the goal is to spread network requests over network links as evenly as 

possible.  Although the problem is NP-hard, a solution by Aspenes gives an 

asymptotically optimal (log )O n -competitive algorithm where n is the number of nodes 

in the system [25].  Even when the durations, T, of the loads are known, the greedy 

algorithm yields a solution that is (log )O nT -optimal [25]. 

2.9 Alternate UAV Movement Optimization Methods 

The idea of governing UAVs with automated processes is not a new idea.  There has 

been much work in this field, but the problem formulations have taken on many different 

forms.  The variation between these methods ranges from distributed or centralized 

control, human controllers versus completely autonomous agents, and networks 

composed entirely of UAVs versus heterogeneous networks. 

Work by Frew and Brown [26] tackles the same problem of setting up ad-hoc 

networks using small UAVs using COTS tools and the 802.11 wireless standards.  The 

architecture of this system can be found in Figure 8.  Much of the research, however, 

focuses on the physical characteristics of the signal loss and determining the effective 

range of these platforms.  Incidentally, the results showed that the effective range is less 

than the researchers deemed practical.  However, the researchers looked at a case in 

which they expected 5 radio-controlled airplanes to bridge a communication gap of 7km. 
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Figure 8: Networked UAS C3 Architecture [26] 

 

The low density of communication led to a high drop rate and low connectivity.  

Ultimately, the researchers concluded that a low platform-to-geographic-area ratio lends 

itself naturally to a data ferry model, rather than a relay model.  The researchers did not 

consider a case in which the UAVs would monitor a specific urban area.  Given the 

assumption of a ―bridging the gap‖ mission, they concluded that the solution would lie in 

the ability of the UAVs to cooperate and form a chain or the ability of the UAVs to 

coordinate data ferrying. 

Building on this work and other work with data-ferrying, Larweck considered 

organizing UAVs to perform a data ferrying role, while co-optimizing to view targets, in 

a similar fashion to this research [27].  However, the targets remained stationary and the 

number of UAVs considered was fairly small, about three or four.  The configuration of 

the simulation can be seen in Figure 9. 
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Figure 9: Larweck Simulation Configuration 

The small problem space, the use of data ferrying instead of relaying, and the use of 

stationary targets limited the problem space to a fairly trivial matter.  This research aims 

to look at sets up to 15 UAVs, up to 15 moving targets, and using real world network 

traffic. 

Kwak‘s research approached the problem from a different perspective, viewing each 

of the UAVs as autonomous agents that would act in relation to the other UAVs around 

it, using flocking behavior to govern finely tuned movements [28].  The research is able 

to leverage different kinds of individual behaviors that work towards group goals, such as 

creating a relay network or providing consistent ISR coverage of a particular area.  An 

example of the behaviors can be seen in Figure 10. 



 

34 

 

Figure 10 Kwak’s Demonstration of a Mobile Agent Relay Network 

 

While the research handles some of the same issues, the problem is a single objective 

problem.  The problem area does not actually consider any traffic patterns in particular, 

but simply provides the means to send messages.  While Kwak‘s work is impressive, the 

demands made on the hardware are very strict.  The UAVs act autonomously, and 

without a controller.  They fly from a base station and are left unattended.  While the 

two-dimensional simulation yields impressive ability to form ad-hoc structures, the 

research leaves finely tuned flight controls out of the scope of the research.  Much more 

research is needed to realize this implementation.  The work in this research, focused on 

the planning aspect of UAV placement deals with technologies that are available today 

and can be implemented with little further investigation.  
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III. Methodology 

3.1 Overview 

This chapter outlines the methodology used to determine UAS routing to co-optimize 

mission effectiveness and network performance.  This chapter outlines the goals and 

hypotheses of this research, elaborates on the problem, generates a mathematical model, 

applies knowledge of the environment and describes the measures of merit on which the 

results of the algorithm will be judged.  An outline of the experiments to be performed is 

given.  The expected results are given and the expected performance factors are stated. 

3.2 Approach 

Based on the Layered Sensing CONOPS from [1], an approach to mission planning 

and execution for implementing a layered sensing architecture in urban environments 

using small-platform UAVs will be developed.  Within that approach, a UAV routing 

algorithm that co-optimizes between mission performance and network performance is 

developed.  To support that algorithm‘s mathematical model, a simulation test-bed will 

be created.  That simulation test-bed is given a set of friendly, fixed ground units, 

network-enabled UAVs, HVTs, and network traffic, and will manage the positions of all 

entities and present an interface that enables the user to define a UAV tasking scheme.  

Then a novel tasking scheme, using a dynamic programming algorithm with a co-

optimized utility heuristic, schedules UAV movement.  At the conclusion, the networking 

planning problem is mapped onto a virtual circuit routing problem, for which a heuristic 

determines mission and network performance.  To develop input data to the simulation, 
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notional scenarios from the Davis and Kabban research [1] will be adapted to the 

mathematical model of this research, appropriate for the inputs of the simulation test-bed. 

3.3 Radio Communication Model 

Based on the services that a C2ISR system must support, as outlined in the discussion 

of Joint C2 software tools, a wide range of traffic flows must be supported by the 

architecture.  Choosing a physical-layer protocol can be difficult, as Figure 11indicates.  

The protocol is a function of the geographic span and the amount of bandwidth required 

to support the network.  To keep the cost of UAVs low and ensure that the parts are 

widely available, it may be best to assume that they will use the 802.11 protocol. 

 
Figure 11: A bird’s eye view of wireless technologies, according to data rate and 

range [18] 
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The radio communication model in this research will assume that two nodes within a 

distance of a given threshold will be able to communicate.  UAVs are assumed to be able 

to communicate over a distance of 4.5 kilometers and humvees are able to communicate 

over a distance of 3 kilometers.  Using a basic model of signal attenuation, we know that 

the amount of signal loss is proportional to the distance between the transmitter and the 

receiver by an exponential factor, n: 

(1)
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In proportionality (1) from [29], dPL  is the path loss, n is a path loss exponent that 

depends on the environment, 0d  is a reference distance, and d is the distance between the 

transmitter and the receiver.  To get a more concrete figure on the amount of loss, the 

previous proportionality can be stated as the following equation from [29]: 
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0dPL  represents the signal loss that we experience at the reference distance, 0d .  We 

generally choose 1m for 0d , which we can estimate will yield about 40dBm for 
0dPL .  

The general estimate for the attenuation exponent, n, in free space is 2, which is a fair 

assumption, given that the Raven UAVs will fly above the ground units with little 

obstruction between them.  Signal attenuation may be even more modest yet, given that 

the area of interest will be Iraq and Afghanistan, where there is less interference from cell 

phones and other radio devices.  The transmitting power, xmitP , of standard equipment in 

high mobility multipurpose wheeled vehicles (HMMWVs or ―humvees‖), such as the 
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Harris AN/PRC-117G radio, can be set as high as 20W [30].  We can assume the 

minimum receiving power, rcvP , threshold of the UAV to be on par with a cell phone or 

laptop, at -70dBm, or about 100pW.  If we set dPL  to our minimum threshold value of

10log rcv

xmit

P

P

 
 
 

, and use this value to solve for (2), we get ~4.5km.  HMMWV-to-

HMMWV communication will be a little less because of the obscuration of buildings that 

are close to the ground.  We estimate that they will be able to communicate at an 

approximate distance of 3km. 

The actual communication range depends on many more factors, and distance may 

introduce noise and may affect data sending rates.  These quick calculations are meant to 

give an estimation of the communication strength of the entities in the proposed 

architecture.  The scope of this research will not delve deeply into the signal propagation 

aspect of the problem, but rather on the message-level analysis of network traffic.  It will 

be assumed that the nodes will be able to communicate over the statically defined 

estimates at all times. 

3.4 Simulation Test-Bed 

A simulation test bed will be created for this research.  This problem requires support 

for mobile networks, map discretization, simple ISR modeling, and network analysis.  

Many commercial-off-the-shelf software suites offer similar capabilities, such as OpNet, 

NS2, and SLAMEM (Toyon Corporation), but these tools complex and do not offer the 

option of discretizing the space, nor do they allow the surveillance and network routing 

problem to be joined satisfactorily.  The simplified simulation test-bed can be developed 

more easily and allows the process to be more easily streamlined, as opposed to passing 
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data in between different software components, switching back and forth between data 

formats.  The simulation test-bed will move UAVs using a given algorithm. handle 

efficient routing of traffic with that given routing scheme and determine results of UAV 

ISR and network performances. 

3.5 Simulation Inputs 

The simulation inputs are the geographic map, static ground nodes that generate 

routine traffic predictably, a set of HVTs, and a set of UAVs capable of detecting these 

HVTs.  The symbolic representations of the inputs to the algorithm are listed below: 

 T , time steps in the simulation, where a given time step is identified as a 

value, , , ,t t T t t T    

 M , the map that defines possible locations of units.  It has a width (east-west 

span) of x  and a height (north-south span) of y .  That is, M is a two-

dimensional matrix, with dimensions x and y, where any two items within that 

matrix are considered to be adjacent if neither the x or y indices of the first 

item differ by more than 1 from the x or y indices of the second.  That is: 

1 2 1 2 1 1 2 2

1 2 1 2

, ; , ; , ; , ; ( , ); ( , );

( , ) 1 1

a b M x y x x x y y y a x y b x y

adjacent a b x x y y

      

     
 

 F , the fixed nodes, where a single fixed node is denoted by ,f f F  

 FL , the locations of all fixed nodes, where an the location of an individual 

node, f,  is given as , ,f fL f F L M   

 H , the number of high value targets (HVTs) 
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 ,T HL , the locations of all HVTs at all time steps, where the location of the 

HVT, h, at time, t, is given as , , ,h h
t tL h H t T L M    

 U , the number of small-platform UAVs that can be manipulated 

 l , the length of a time step relative to a message interval
1
. 

 FR , the radio communication ranges of all fixed nodes, where the radio 

communication range of a given node, f, is represented as ,fR f F  

 
UR , the radio communication ranges of all UAVs, where the radio 

communication range of a given UAV, u, is represented as ,
uR u U  

 UJ , the volume of traffic generated per time step by all UAVs observing an 

HVT.  An individual traffic generation rate of a given UAV is denoted by 

,uJ u U .  This is needed to calculate the amount of dynamic traffic being 

generated from UAVs. 

 
UB , the maximum bandwidth limit of all links terminating in a UAV.  The 

maximum bandwidth of a link terminating at UAV, u, is ,uB u U  

 FB , the maximum bandwidth limit of all links terminating in a fixed node.  

The maximum bandwidth of a link terminating at node, f, is ,
f

B f F  

                                                 

 

 
1
 A ―message interval‖ is the finest grained amount of time in which a data transmission can be measured.  

For instance, for a simulation in which each time step represents one minute, a value of 600 for l means that 

each message interval is 100ms long.  A point-to-point transmission time of 500ms takes 5 message 

intervals to arrive within the simulation‘s time-keeping system. 
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 M, the set of all messages, or flows, sent by ground units.  Each message, m, 

contains a priority, pm, volume, sizem, source and destination, srcm and destm, 

and a time, tm. 

The input data used to populate these simulation-specific inputs were adapted from 

previous research in different areas.  The map and target data was adapted from a layered 

sensing (LS) architecture study from 2010 [1].  The traffic data was adapted from a stress 

test analysis of a tactical radio from the 82
nd

 Airborne Division at Ft. Bragg, NC [17].  

The map is based on an urban area in the Caspian Sea scenario using target movements 

based on a notional scenario made for the purpose of evaluating sensor collection and 

information exploitation systems.  More information about the original data and its 

conversion into this research can be found in Appendix B: . 

Ultimately, these data will be used to generate a solution: the placement of the UAVs, 

U, over time, 
UL , where each UAV-position at a given time is represented as ,t uL . 

3.6 Overview of the General Approach 

There are two phases to the solution that need to be addressed in order to implement a 

full plan of action for UAV placement.  Chapter 2 described both algorithms that place 

UAVs in real-time and the network tasking order.  This solution addresses both planning 

phases as a unified methodology for governing the placement of UAVs.  This solution 

includes (1) a planning phase consistent with the granularity of an NTO planning cycle, 

and (2) a fast-response planning phase that governs tactical movements. 

For the first of those two phases, the effects of an NTO are modeled.  The initial 

placement of the UAVs is considered.  Unlike large UAVs, small UAVs are limited by 
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their radio communication range.  Where large UAVs like Predators and global Hawks 

rely on satellite communication to receive commands from their operators, small UAVs, 

such as the Raven, communicate with their operators via radio.  As it was determined 

earlier, the approximate threshold for radio communication within the environment of 

interest is 4.5 km.  Urban areas vary greatly in size, but are potentially much larger in 

scale than this range.  Consequently, the initial placement of UAVs becomes extremely 

important.  Improper initial placement eliminates a UAV‘s ability to even reach tactically 

important locations.  The collection and exploitation of critical information in the 

planning phase is integral to mission success. 

The second of the two phases concerns tactical movements.  In this context, tactical 

movements are not as intricately defined as pitch, yaw, and roll for the UAVs.  Rather, 

tactical tasking dictates loiter-positions in coarse time quanta.  In the case of this 

research, the time quanta will be set at 5 minute periods.  The reasoning for this 

granularity is a compromise between the needs of the network and the needs of the ISR 

mission.  Shorter loiter times favor the ability of the UAV to follow moving targets, but 

conflict with the stability of the network.  Longer loiter times promote reliable network 

links that take hops through those UAVs, but compromise a UAV‘s ability to follow 

targets.  For map sector spaces sized at about 1km by 1 km, 5 minutes allows a UAV to 

stay static enough to relay traffic, while coinciding with the normal speed of vehicles 

within an urban environment. 

3.7 The NTO Model Implementation within the Simulation 

The NTO is difficult to model in the simulation because the format of the incoming 

data is not necessarily formatted in a standard manner.  In reality, the sources of 
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information may be human intelligence sources or the movement of opposing troops.  As 

it relates to this research, the information sources are not computer-readable.  Most of the 

information is interpreted by human planners.  In reality, ―fuzzy‖ information generally 

results in the placement of forces at locations that are near the target of interest, but not 

necessarily at the exact location.  This research makes a point to model the stochastic 

placement of UAVs because it has serious consequences with respect to the outcome of 

the mission.   

The module that is put in place to show this effect, however, is fairly simple.  The 

HVTs, which move on a pre-determined schedule, each start at a different location.  The 

immediate location of the HVT and the adjacent sectors define a candidate area from 

which the UAV base stations will draw.  The UAVs will randomly select from this 

candidate area, place a fixed node that represents this UAV‘s base station at that area, and 

originate from it to begin.  The likelihood that the UAV will start at the same location at 

which the HVT starts is small, but the UAV will certainly begin close to the target and 

will rely on its HVT-prediction methods to follow the target thereafter. 

Although the model does not necessarily take into account any specific characteristics 

of intelligence data, it is meant to model the inefficiencies that will result from unreliable 

information, and show that the tactical model is able to overcome this difficulty. 

3.8 Algorithm Overview for the Co-Optimization of Mission and Network 

Performance 

To implement this second phase, an algorithmic approach, using dynamic 

programming is applied.  Although the actual mechanisms needed for this routing 

algorithm are not implemented in this simulation, the framework is defined.  In reality, a 
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dynamically chosen authority may be needed to dictate the movements of all UAVs, to 

remove conflict from different command sources.  The algorithm may be performed 

onboard a single UAV and the results disseminated to other UAVs through the ad-hoc 

network.  These implementation details are not specific to the algorithm herein defined, 

but are a necessary explanation to the reality of the operation of the algorithm 

3.8.1 General Approach with Dynamic Programming 

Dynamic programming mappings rely on two main mechanisms: breaking the 

problem down into parts, and the process of re-assembling those parts to form the 

solution.  This problem mapping will also explain how to bound the original problem into 

a format that is consistent with this approach. 

The algorithm that will be used to solve for the UAV schedule that co-optimizes 

between mission performance and network performance will be a dynamic programming 

algorithm, which works on the general philosophy that the problem can be solved by 

combining the solutions of the problem‘s sub-problems.  The design is altered with some 

adjustments to improve the quality of the output and the speed with which that output is 

computed.  Notably, this specialized algorithm will define a utility function for 

mission/network performance, a route-selection heuristic, and an alternative-selection 

threshold (or a ―beam‖ width).  This section will outline those algorithmic details and the 

algorithm design at varying levels. 

The starting point for developing the algorithm is the general outline of a dynamic 

programming algorithm, which is given below [31]: 
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The key components of this prototype are the function used to compute M[j], the 

recursive structure, and the value array M2.  The function, compute M[j], is some 

method of evaluating the value of a given solution.  In the case of this design, that 

method will be a utility function that is a weighted summation of three areas: network 

support, mission support, and network stability: 

,placement t mission networkm n s stabilityv k v k v k v   (3) 

This evaluation represents the value of a given placement of UAVs at a given time.  To 

determine the value of a UAV schedule over all time steps, each individual schedule 

value is summed over time: 

,schedule placement i

i t

value value


 (4) 

Since a UAV placement at a given time step is dependent upon the UAV placement that 

was made at the previous time step, the solution space of UAV schedules grows at the 

rate of ( )UTO M .  For large problem sets, it is simply not feasible to consider every 

possible solution, as a general dynamic programming approach may do, without any 

domain-specific improvements. 

3.8.2 Problem Refinement 

                                                 

 

 
2
 This value array, M[], should not be confused with the map array, M[][].  The naming scheme, M[], is 

simply standard convention.  The actual, defined value function will be renamed later. 

Initialize M[0] = 0 and M[1] = r1 

For j = 2,3,…,n: 

 Compute M[j] using the recurrence 

Endfor 

Return M[n] 

Figure 12: General Dynamic Programming Algorithm 
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As the problem maps to dynamic programming, it actually turns out that this is a 

dynamic programming problem nested within a dynamic programming problem.  It turns 

out that a UAV-schedule must be solved for each time-step, and within each time-step, a 

location must be solved for each UAV. 

When considering the dependency between two schedules, each within its own time-

step, the UAV schedule for the current time-step limits the choices available for UAV-

schedules in the next time step.  It is important to consider the interaction between UAV 

schedules at different time-steps. 

Then, within a given UAV-schedule, the placement of one UAV does not have an 

independent utility value—it depends on the configuration of all other UAVs.  Network 

traffic will not route from one side of the map to the other by traveling through only one 

intermediate UAV, in all likelihood.  The interdependency between individual UAV 

placements within a single schedule, coupled with the interdependency between 

individual UAV schedules between time-steps lends to a large problem space. 

From a data input standpoint, the problem space could realistically be bounded by 

separating the map into fewer, larger partitions, or the time intervals could be separated 

into more coarse units, but these simplifications degrade the quality of the result.  Instead, 

adjusting the algorithm will allow it to give more accurate, useful results. 

The first elaboration of the algorithm is a simplification.  We will bound the 

algorithm‘s search space between time-steps by looking no further than the current time-

step.  We will treat each UAV schedule as an individual problem of the conditions that 

occur at the current moment: traffic, location of the targets, value of the targets and 

traffic, etc.  This simplification translates to iterating through each time-step, as opposed 
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to considering all overlapping, consecutive groupings of time intervals.  This 

simplification means that UAV placements will not ―predict the future‖ as well as a full 

search.  A single UAV that moves to the best spot for right now may prohibit the option 

of moving to an even better spot two time-steps from now.  It is the expectation that this 

―greedy‖ approach is acceptable because reasonably large swarms are capable of viewing 

the majority of the geographic space, even without erratic movement.  UAVs should, 

realistically, not travel over a wide range, anyway, because it negatively affects the 

stability of the network and wastes fuel.  A greedy approach is simple, effective, and 

appropriate to the problem domain.  The problem is reasonably scaled using this 

simplification. 

The second major elaboration of the algorithm is the definition of the problem 

decomposition, one of the algorithm‘s major components.  When considering the 

placement of the UAVs, problem decomposition essentially translates to the number of 

UAVs to be placed at one time.  At one end of the problem-size spectrum, placing only 

one UAV at a time would be fairly easy—it removes the complexity, by removing 

interdependency between UAVs.  At the other end of the spectrum, placing all UAVs in a 

given time-step at once is incredibly difficult—all interdependencies exist and, as the 

number of UAV grows, the number of permutations grows exponentially.  .  Figure 13 

shows how quickly the number of possible solutions can grow with respect to the 

simplicity of the decision made at one time-step, illustrating how much time it would take 

to solve non-trivial problem sets.  Each icon represents a unique solution, a unique 

schedule of UAV placement. 
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Figure 13 Expansion of solution space with respect to problem simplification 

 

Instead, we parameterize this decomposition, and move p UAVs at a time.  In general, 

the value of p is small, such as 2 or 3.  With respect to the problem space, the effect on 

the solution quality should be greatly increased, while the number of possible solutions 

should be greatly reduced.  A few permutations of 2 are much smaller than a single 

permutation of 10 or 20.  As it affects the problem space however, placing two or three 

UAVs at a time captures the need for UAVs to depend on each other.  Considering all 

permutations of 2 or 3 UAVs opens the opportunity to ―bridge‖ large gaps with multiple 

UAV ―hops,‖ where single-UAV placements would not venture.  With consideration to 

the real-world application, this bounding characteristic fits well with our mental heuristic 

of how to place UAVs.  If a particular pathway requires three or four or five UAVs to 

bridge between fixed nodes, that pathway is probably detracting resources from other 

potential gains.  Solutions from permutations of all 10 UAVs likely offer little value-

added from multiple permutations of subsets of those UAVs. 

The two primary elaborations of time simplification and sub-problem decomposition 

can be seen in the algorithm pseudo-code in Figure 14. 
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The function, Remove p candidates from U, is meant to scale down the 

problem space.  The complexity is reduced by limiting the cardinality of the permutations 

selected in a single time-step, in exchange for some optimality.  Instead of looking at all 

possible permutations of UAV position assignments, a subset is chosen at each iteration.  

For example, suppose we were to have a problem space in which we had 10 UAVs, and 

based the speed on those UAVs, each UAV has 9 distinct choices for their position on the 

next time-step.  If we were to select p = 10, we have 
109  possible schedules to choose 

from, in this one single time step.  If we were to choose p = 2, instead, we would select 

between 
25(9 )  different schedules.  The latter choice is smaller by a factor of about 8.6 

million. 

The mechanism that governs the selection process within Remove p candidates 

from U can vary between implementations without affecting the size of the problem 

Figure 14 Pseudo-code elaboration of the algorithm formulation 

for each t in T loop 

Solution(t) gets Place_UAVs(U); 

end loop 

 

Place_UAVs(U) return (VALUE, Placement Schedule) is 

double : V gets 0; 

Placement Schedule : R gets null; 

 

 Remove p candidates from U 

for each permutation, q, of possible placements 

of UAVs in p loop 

W gets 

EvaluateNetwork(q,Nf)+EvaluateHVTObsv(q,H)+ 

EvaluateStability(q, Nf) 

  if W > V then  

V gets W; 

r gets q; 

 end loop; 

 Add r to R; 

 return (V, Place_UAVs(U)); 

end Place_UAVs; 
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space.  In this simple implementation, we will simply choose the first two arbitrarily 

ordered UAVs in U.  Some additional heuristics may yield better results, but may add 

potentially unnecessary computational complexity.  For instance, results may be 

improved by selecting the two UAVs that are closest to each other.  In this way, the 

solution is more likely to contain ―double-UAV-bridging‖ between static nodes, but may 

take 
2( )O U  time. 

3.8.3 Raw Measures of Merit 

As it was mentioned before in Eq. (3), the main measures of merit are the UAV 

schedule‘s ability to support the network traffic, the mission, and the stability of the 

network.  The evaluation functions, EvaluateNetwork (q,Nf), EvaluateHVTObsv 

(q,H), and EvaluateStability(q, Nf) are used to measure these.  Network traffic 

is measured by the number of messages that successfully reach their intended destination, 

and is an important measure of merit because it is a direct metric for the success of the 

network.  Mission effectiveness is measured by the amount of time that UAVs loiter over 

a target and the value of that target.  Target observation is an important measure of merit 

because it dramatically increases our ability to respond to significant events if UAVs are 

capable of observing them as they develop and as they occur.  Stability is important 

because it eases the burden on topology control methods.  As it was discussed earlier with 

MANET routing protocols, broken routes are expensive to fix.  Fixing a route means 

broadcasting messages, which consumes a lot of power and drains resources away from a 

UAVs ability to fly. 

The EvaluateNetwork function is difficult to state formally because the software-

defined algorithm simply determines what the network topology will be, based on the 
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positions of the nodes, and uses a largest-message-first algorithm to determine, at the 

time-step in question, which traffic messages will arrive and which will not.  This process 

is pictured in Figure 15 Evaluation of Network Performance 
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Figure 15 Evaluation of Network Performance 

 

As the figure indicates, most of the actions performed to determine the network 

performance occurs within the simulator designed for this research.  The determination of 

the actual message routing occurs in an external application for load balancing.  When 

the external module returns the results of the network load balancing, the simulator 

assigns a score to the topology by the following equation: 

1
:

( )
2 m

M
m

network arrivedp
m Messages

size
v raw I


  (5)

 

In this equation, M represents the set of all messages in the simulation.  These messages 

can be scripted from the data set or they can be dynamically created as a result of UAV 

video generated from observing an HVT.  The score is basically the size of the message 

halved for each level of priority reduction.  The priority of the message, mp
, ranges from 
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1 to infinity, where 1 is the highest priority a message can be given.  arrivedI
 is an indicator 

function that returns 1 if the message arrived at its destination or 0 if not.  In other words, 

no points are awarded if the message is not delivered.
 

The EvaluateHVTObsv function is simpler than the network performance piece.  

Mission performance is measured by the duration of time a UAV loitered over a target, 

multiplied by the value of that target, and scaled back by a pre-determined schedule if the 

UAV was close, but not within the ―viewing‖ threshold of the target.  This relationship 

can be expressed using the following equation: 

0

( ) ( )
H

mission end start h viewed

h

v raw t t v S


 
(6) 

The default distance-to-cost schedule assigned for this simulation is shown in Figure 16.  

In reality, this schedule is a set of tuning parameters that may be manipulated by the user, 

and that schedule can introduce bias into the results.  The schedule may be altered to 

relate more closely to the reality of the quality of the images that are returned by the 

UAV, but should not be altered after consideration of the data set.  Here, there is an 

unexpected complication.  By allowing UAVs to attain residual utility from a relatively 

long distance, conflicts arise in assigning UAVs to HVTs.  Were the rules to dictate that 

UAVs only attain utility/value by being located directly above a target or extremely close 

to a target, it would be a trivial problem to break ties between UAVs near a given HVT.  

Simply pick one of the eligible UAVs and elect the other UAV for another target.  To 

enforce the rule of one-UAV-to-one-HVT and the rule of fractional-points-by-distance 

simultaneously, breaking ties and assigning UAVs to HVTs becomes yet another NP-

hard optimization.   
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Figure 16 HVT Detection Reward Schedule 

 

To avoid a potentially complex optimization, a simple heuristic is used: 

 

 

Essentially, the selection process is a greedy tie-breaker.  In short, the process goes, as 

follows.  For each UAV, determine all HVTs that can be viewed and the value that would 

be achieved by doing so.  Cycle through all UAVs, starting with the most-constrained, 

Figure 17: Breaking Ties with UAV-to-HVT assignments 

Scorecard contains u, List of (HVT, score) 

for each u in U loop 

 for each h in H loop 

  v = determinePercentagebyDistance(u,h)*h.Value 

  if (v > 0) 

   Scorecard.u.add(h,v); 

 end loop; 

end loop; 

 

Sort Scorecard by List size, lowest to highest 

for each list in Scorecard 

 Sort list by v, highest to lowest 

end loop; 

 

for each u.list in Scorecard loop 

 Assign u to u.list.first, take list.v 

Remove all occurrences of u.list.first from remaining 

Scorecard 

end loop; 
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that is, the UAV with the fewest options.  Select that UAV‘s most valuable HVT and 

assign them as a pair.  Remove that HVT option from the list of all other UAVs.  

Continue until there are either no more UAVs to select or no more HVTs to select. 

Finally, the network stability will be measured in the number of change to the 

network from time-step to time-step.  During the course of the simulation, the simulator 

will keep track of the network topology and count a change as the loss of an edge that 

occurred between time-steps.  As opposed to the former two metrics, change will be 

assessed as a penalty, rather than an award.  This can be formalized as the following: 

2 1

0

( ) _ ( [ ], [ ])
E

stability t t

i

v raw loss from E i E i


  (7) 

Here, E is the number of edges in the network from the previous time-step.  If the edge 

from E1 no longer exists, a penalty is assessed.  Note that the difference operator only 

goes one way.  If an edge is added, there is a difference between the networks of the two 

different time-steps, but no penalty is assessed in this situation.  Increasing the robustness 

of the network over time should be encouraged, or at least it should not be penalized.  

Only edge losses are penalized. 

3.8.4 Refined Measures of Merit 

One of the challenges with using a combined utility function as a measure of merit is 

the consideration of the range of values of the components.  If the ranges of values of the 

individual components vary greatly, component utilities will be disproportionally 

represented.  For example, if the network score were to consist solely of raw bytes 

delivered and the stability score were to consist solely of total links dropped, the 

magnitudes of these values would be 10
6
 and 10

1
, respectively.  The resulting score 
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would discount the significance of the stability score almost entirely, and the aggregate 

utility value would represent the network score only.  It is important to implement a 

mechanism that will scale the individual utility scores appropriately to their respective 

numerical ranges. 

3.8.4.1 The Bias of the Normalization Factor 

To scale the raw measures of merit into appropriately weighted values, a 

normalization technique is implemented.  In a generalized sense, this means that each 

individual raw score will be divided by its maximum possible value.  The resulting value 

is a proportion of the best possible solution.  However, the difficulty with this problem is 

that the maximum possible value is not known.  The problem space is too complex to 

calculate such a value.  Instead, an approximation of the maximum possible value of a 

given utility score is generated to normalize the raw score.  There will be an inherent bias 

on the utility values when using a normalization factor that is an approximated maximum. 

Approximations of the maximum values that err to the side of over-estimation 

guarantee that no single normalized utility value will exceed 1.  To obtain a normalized 

score greater than 1 allows a given utility value to over-perform by an immeasurable 

factor.  The bias may diminish component values whose domain has a smaller numerical 

range. 

Conversely, to approximate maximum utility values to a value lower than their 

theoretical maximum over-values the normalized component utility functions.  Under-

approximating inflates values and potentially over-represents utilities whose numerical 

range is greater. 
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In this research, we choose to over-approximate maximum values because the process 

of obtaining that value is easier, both conceptually and computationally.  Without a 

method of finding an exact maximum value, it is impossible to remove this bias from the 

utility.  It may be possible to approximate an upper and lower bound on the maximum 

value and average the two, but this method yields more computational complexity and 

processing time than it would be worth to further remove bias.  Rather, we accept the bias 

and understand that utility functions that yield higher raw values will be slightly under-

represented.  The resulting bias could be further mitigated by using secondary 

multiplicative coefficients to adjust the normalized score to the accurate level, but more 

experiments would be needed to achieve this goal. 

3.8.4.2 Network Utility Normalization 

The raw network score, calculated by Eq. (5), is assigned a hypothetical maximum 

score approximation by assuming that all messages are delivered.  Effectively, this means 

that the indicator function always returns true.  In all likelihood, the estimation produces 

a maximum result that is greater than or equal to the theoretical maximum because, 

although it may be possible to send all scheduled traffic messages, the solution space is 

bounded by the total possible set of locations to which UAVs can travel, which may not 

include full-connectivity locations.  The normalized utility function is the following: 
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3.8.4.3 Mission Utility Normalization 
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The raw mission score, calculated by (6) is assigned a hypothetical maximum score 

by assuming that each HVT is observed for the full duration of the simulation (where 

( )end startt t =T) and the observers are located directly above each target, resulting in an 

viewedS  value of 100%.  The maximum defined here is at least an over-estimation because 

it may not be possible to view all targets—certainly not in cases where there are fewer 

UAVs than HVTs—and certainly not when the HVTs are outside the base-station range 

of the UAVs. 
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3.8.4.4 Stability Utility Normalization 

The raw stability score, calculated by Eq. (7), is simply a total number of links 

dropped.  The worst possible case means that all links are dropped.  The total number of 

links dropped cannot be greater than the total number of links total.  This estimation is 

easily an over-estimate: 
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3.8.5 Normalized Total Utility 

With the normalizations, the total utility function becomes the following: 
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The under-valuing biases in the total utility function still exist.  Their effect is 
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theoretically more greatly pronounced in the first two terms and of a lesser effect in the 

third term. 

3.9 Experiment Design 

To support the hypotheses of this research, the experiments are designed to estimate 

the solution space, then within that space, show the improvement of UAV placement, 

using the utility/heuristic-driven algorithm specific to this research, compared to baseline 

methods that schedule greedily based upon either network performance or mission 

performance, but not both.  

To define a lower bound to the solution space, a Monte Carlo, or random method, will 

be implemented.  The results will give a general glimpse of the solution space, by 

allowing many iterations to be run, due to the low computation time.  The solutions may 

give some hints as to what characteristics of a solution will make for a high performing 

UAV schedule. 

The implementation of the full algorithm shows how the heuristic presented in this 

research can provide near real-time tasking of UAVs for a dual-role co-optimization.  It is 

expected that the dynamic programming algorithm perform much better than the Monte 

Carlo solutions, even with fewer trials. 

All of the experiments will be run with the same geographic urban map on a 10km
2
 

area, varying the number of UAVs and the saturation of HVTs.  Table 1 shows scenarios 

that will be run with the dynamic programming algorithm.  Using four different values 

for the numbers of UAVs and the numbers of HVTs, there will be 16 different 

experiments.  Network traffic will not vary because the traffic will remain proportional to 

the number of nodes that are participating in the experiment.   
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Table 1: Dynamic Programming Experiment Set and Their Iterations 
Number of UAVs/ 

Number of HVTs 
1 5 10 15 

1 DP 01-01, 30 DP 05-01, 30 DP 10-01, 30 DP 15-01, 30 
5 DP 01-05, 30 DP 05-05, 30 DP 10-05, 30 DP 15-05, 30 
10 DP 01-10, 30 DP 05-10, 30 DP 10-10, 30 DP 15-10, 30 
15 DP 01-15, 30 DP 05-15, 30 DP 10-15, 30 DP 15-15, 30 

 

The unit-amount of traffic that will be generated is based on previous research done on 

ad-hoc wireless networks in combat environments [17]. 

The data sets define 16 different configurations that correspond to 16 different sets of 

operational conditions.   For a given one of those configurations, the UAVs will be 

placed in a stochastically chosen initial position.  A bad placement could potentially 

doom to the solution by placing the UAVs out of range of the targets.  In contrast, a lucky 

placement could be exceptionally beneficial.  To mitigate the consequences of biased 

placements, 30 iterations of each experimental configuration will be performed. 

This experiment will be run over 30 iterations.  The expectation is that the results will 

return a range of values over a normal distribution because of the randomness of the 

initial placement.  To overcome the bias that may occur from this randomness, a sample 

size of 30 should help to reduce the spread of the resulting data and give reliable results. 

3.10 Control Experiments 

To establish baselines and give context to the results of these experiments, some 

control experiments will need to be run.  In addition to running the dynamic 

programming algorithm on the data sets, we will also conduct experiments using a Depth-

First-Search-with-Backtracking (DFS-BT) algorithm.  The DFS-BT will be able to look 

at every possible solution.  Using this algorithm, we will be able to determine what the 
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optimal solution is for a given data set.  The downside to this algorithm is that it takes too 

much time to run.  We will only be able to find optimal solutions for ―toy problems‖ that 

contain only a small number of UAVs and HVTs.  These experiment sets can be found in 

Table 2. 

Table 2: DFS-BT Optimal Experiment Set and Their Iterations 
Number of UAVs/ 

Number of HVTs 
1 5 

1 DFS-BT 01-01, 5 DFS-BT 05-01, 5 
5 DFS-BT 01-05, 5 DFS-BT 05-05, 5 

 

The DFS-BT experiment set offers an ―upper-bound‖ by defining a limit which no 

solution can trump.  It is not possible to include the optimal for all the data sets that we 

would like, but we can include a rough ―lower bound‖ by including a Monte Carlo 

simulation in which UAV positions are chosen at random.  By running a large number of 

simulations using this method, we expect to generate an acceptable solution.  We assume 

that if we cannot generate solution that would result from random guessing, then we must 

create a better method.  These experiment sets can be found in Table 3. 

Table 3: Monte Carlo Experiment Sets and Their Iterations 
Number of UAVs/ 

Number of HVTs 
1 5 10 15 

1 MC 01-01, 500 MC 05-01, 500 MC 10-01, 500 MC 15-01, 500 
5 MC 01-05, 500 MC 05-05, 500 MC 10-05, 500 MC 15-05, 500 
10 MC 01-10, 500 MC 05-10, 500 MC 10-10, 500 MC 15-10, 500 
15 MC 01-15, 500 MC 05-15, 500 MC 10-15, 500 MC 15-15, 500 

 

Again, given a stochastic approach to the initial placement, multiple runs of each of 

these control experiments will need to be performed in order to reduce the bias placed on 

the results by those very placements.  Monte Carlo simulations require little 

computational effort and require little time to complete.  Each of the test configurations 
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for the Monte Carlo simulations will be run 500 times.  The high number of iterations 

should create much confidence in the results, and additionally, show the strength of 

solutions that can be generated with little effort in a comparable amount of time.  The 

DFS-BT simulations will run only 5 times each because of the amount of time that this 

research will allow.  Although the confidence in the solutions will be lower, as much bias 

as time permits will be removed from these solutions. 

3.11 Performance Metrics 

The primary measures of success are reliability and performance.  If the 

communication system supporting C2ISR, augmented by the use of MANETs, exhibits 

higher fault tolerance and maintains connectivity, despite failures, the system is reliable.  

If the system is capable of delivering large messages quickly, the system is performing 

well.  The ultimate measure of success is the composite v value over the course of the 

simulation.  Previous research had considered the ISR aspect of the problem and settled 

on intelligence metrics such as the amount of time the target was tracked, how long it 

took to finally locate a target, or the length of time that a particular UAV was able to 

continuously view the vehicle [1].  While all of these metrics illustrate how effectively 

the system ―sees‖ targets, nut not necessarily how well the operator sees the target.  

These metrics do not account for network performance at all.  Tuning parameters for the 

weight of the importance of one aspect over the other will be kept static throughout the 

simulations to maintain the consistency between experiments. 

3.12 Expected Performance 

It is expected that a higher number of UAVs within the same map area should 

generate better network performance because the UAVs have better coverage of the area, 
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giving them a higher probability of observing any given HVT, and increasing their 

connectivity within the ad-hoc network.  The expectation is that the increase in UAVs 

improves the performance, but likely with diminishing returns after a certain point.  The 

increase in performance that results from more UAVs may ―plateau.‖  An over-saturation 

of UAVs provides no added benefit when compared to a network model that already has 

near-perfect surveillance and network coverage. 

An increase in the number of HVTs will likely increase mission performance because 

there will simply be more targets to watch, as well as a greater likelihood that any given 

UAV will be in range of a HVT.  Given that UAVs are unable to move outside of a 

certain distance from their base station, a UAV may potentially be unable to view any 

HVTs at all.  Opportunity is increased with more HVTs. 

3.12.1 Relative Performance 

The experiments should prove the conjecture that the solutions produced by the 

dynamic programming algorithm outperform the solutions produced by Monte Carlo 

simulations when applied to the same scenarios.  The experiments should also prove that 

the DFS-BT algorithm produces the best results and serves as the theoretical maximum 

performance.  The results are expected to be similar to those in Table 4. 

The results will be averaged over the total number of iterations for each experimental 

condition.  The theoretical results shown in Table 4 represent the averaged results for a 

set of scenarios that contain the same number of HVTs, however, it is expected that this 

trend manifests in all test cases.  One of the difficulties with achieving these results will 

be the lack of data for large data sets on the DFS-BT algorithm.  There will simply be too 
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little time to obtain results on large data sets.  The analysis will rely on comparing small 

data sets or by projecting the trend of DFS-BT results onto the larger sets. 

 

Table 4 Expected Results for Total Utility Comparison between Algorithms 

 

 

3.13 Summary 

This chapter discussed previous work that inspired this research, which outlined the 

CONOPS for implementing an LS architecture.  The areas of ISR and C2 that could be 

improved were presented, and an approach to accomplish those goals was outlined.  It 

was concluded that a deterministic, simulation-based approach to scheduling UAVs 

within that framework to compromise between mission and network performance is a 

non-trivial task and requires the implementation of a dynamic programming algorithm 

that uses heuristics to make the computation time more manageable.  In order to avoid the 

complexity of existing ISR and network simulators, a dedicated simulation test-bed was 

created for this research.  
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IV. Results and Analysis 

4.1 Introduction 

The overall goal of this research is to develop a concrete method for planning UAVs 

to fill a dual-role in ISR operations and network configuration operations.  The two main 

components of realizing that planning are the simulation test-bed, which implements the 

mathematical model and dynamics of the system, and the algorithm that determines 

where to schedule UAV placement.  This chapter outlines the implementation of that test 

bed and the particular implementation details of the algorithm to solve the UAV 

placement problem.  Finally, the results of that algorithm are given and the implications 

of those results are elaborated. 

4.2 Simulation Test Bed 

The main component of this research is the simulation test-bed.  It consists of two 

main operating modules, one much larger than the other.  The larger of the two modules 

contains the world model, algorithm interface, and the main driver.  The smaller of the 

two parts is external and routes network traffic.   This overview can be seen in Figure 18. 

The external module consists of a ―dynamic rate queue controller‖ (DRQC), designed 

by the researchers in [32].  The DRQC passes off messages to a network tool called CS2, 

which determines routing and bandwidth usage.  

The larger main module contains a model of the world, which defines all entities that 

can exist and their relationships.  The algorithm interface contains the different methods 

of solving the problem and connects with the main driver to obtain information about the 
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world, and alter that information as the policies of the algorithm dictate.  This high level 

overview can be seen in Figure 18. 

 

Figure 18 High-Level Overview of the Simulation Test-Bed 

 

The main module reads in the map and configuration files, processes the data, runs the 

algorithms to determine the performance of the system and outputs the results of the 

simulation, based on the UAV schedule created by those algorithms.  More intricate 

details of this model can be found in Appendix E: . 

4.2.1 Operational Overview 

All of the operations pertaining to the algorithm and the simulation execution occur in 

the main driver.  A further elaboration of this module can be found in the operational 

overview in Figure 19.  Configuration files determine the layout of the base stations and 

other fixed nodes, the starting position and attributes of the UAVs and HVTs, and the 

network traffic that will occur during the course of the simulation.  Beyond the creation 
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of the software-defined model of the world, the simulation runs in two main steps: pre-

order determination of the UAV scheduling, and the simulation of that schedule under the 

conditions defined in the configuration.  After the algorithm-determined UAV schedule is 

run in simulation, a score is assigned and output to a simulation log.  The two main steps 

require some further elaboration. 
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Results

 
Figure 19 Operational Overview of the Main Driver 

 

4.2.1.1 The Run Simulation Component 

The ―run simulation‖ step can be represented by the functional decomposition in 

Figure 20.  The process moves fairly sequentially: move UAVs according to their pre-

determined schedule, determine the network overlay, line up network traffic based on 

pre-scripted messages and dynamic messages resulting from UAV video data, then 

determine the scoring based on the utility functions, and iterate through each time-step 

until all time-steps have been performed. 
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Figure 20 Functional Decomposition of the “Run Simulation” Module 
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To describe the ―Run Simulation‖ module in more detail, we will briefly describe each of 

the module‘s components and explain the mechanisms used for their implementation.   

―Move UAVs and HVTs‖ uses the schedules assigned to the units to determine their 

next location.  For the HVTs, these schedules were scripted.  For the UAVs, these 

schedules were assigned using the prescribed algorithm in the previous step.   

To ―determine network overlay‖ every distance between every node pair is 

calculated.  For any two nodes, if the nodes are within the given threshold distance, a link 

is created between them.  This threshold distance is the lower of the two communication 

ranges.  This relates back to the radio communication model described in Chapter 3, and 

a visual representation of this relationship can be seen in Figure 21.  

 

Figure 21 Visualization of Communication Range in the Simulation Test Bed 

 

Figure 21 shows UAV1 and FixedNode1 and their respective communication ranges.  A 

link between nodes implies that each of the nodes in question can transmit to the other, 

even beyond the simple need for one node to be able to transmit to the other.  
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Communication range is a simplification from the need to consider both transmitting 

range and receiving range.  The implication is not that these two distances are the same, 

but rather that, when a message is sent from the sender, the receiver must have the ability 

to acknowledge receipt of a message for effective communication.  A reliable link cannot 

be made between two nodes unless they are both ―in range‖ of each other.  To satisfy the 

depiction in Figure 21, these two nodes would not link.  FixedNode1 is within range of 

UAV1, but UAV1 is too far outside the range of FixedNode1. 

The ―determine network activity‖ component draws from a large pool of scripted 

traffic that is defined by the input files.  For the experiments conducted in this research, 

traffic was based on stress-testing of tactical radios for Army operations [17].  More 

information on this data can be found in Appendix C: .  The other part of the data comes 

from dynamically created traffic generated from UAV video-feeds generated from HVT 

observations.  These streams are not always present because UAVs may not always be 

currently tracking a target.  More information about the generation of this video traffic 

can also be found in Appendix C: . 

The export of the network routing from the ―DRQC Module‖ was explained in 

Chapter 3.  Within the context of this research, the model used within is essentially a 

black box.  The general idea is that the module performs near optimal routing (and in this 

case, that optimal routing is within a factor of (log )O n  of the optimal solution).  The 

assumption is that the real-world implementation of this system would employ an 

appropriate system that would route traffic efficiently.  In the case of the DRQC module, 

the network flows are routing using a load balancing algorithm that employs a largest-

flow-first heuristic. 
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This module returns the results of the flow routing, from which, the utility function 

can determine the scoring that the corresponding UAV placement will earn.  The process 

is repeated for all time-steps, collecting and aggregating the utility score at each time 

step.  At the end, the aggregated utility score is reported. 

4.2.1.2 The Determine UAV Schedule Component 

Still in reference to the Operational Overview in Figure 19, the first step of the two 

main operational parts in the main driver determines the UAV scheduling based on the 

prescribed algorithm.  For the control experiments, this prescribed algorithm will be the 

Monte Carlo simulation and the depth-first search with backtracking.  For the main 

experiment, the prescribed algorithm will be the dynamic programming algorithm that is 

the object of this research.  The ―prescribed algorithm‖ roughly encapsulates this entire 

module.  An algorithm should incorporate all of these components, or least all of the 

decision points.  For example, the Monte Carlo simulation performs all of the decision 

actions described in these modules, but does not perform any kind of network simulation 

and does not repeat within a given time-step until all candidates are considered.  It simply 

selects a placement for a UAV, untested and using no prediction methods, and sets the 

decision permanently.  Both the DFS-BT and the DP algorithms perform every step 

defined in Figure 22. 

Many of these steps are similar to those described in the previous module, ―Run 

Simulation,‖ so they will be mentioned only briefly, but the unique steps will be 

elaborated further.  In essence, this module will consider prospective decisions and 

determine their worth based on a predicted outcome using the same external module that 

the ―Run Simulation‖ module would use. 



 

70 

Move UAVs
Determine 

Network Overlay

Estimate HVT 

movement, 

Estimate network 

activity

External DRQC 

Module

Estimated 

Network Flow 

Results

Project Score to 

Decisions Made

Potential 

Time-step 

Results

Repeat until all Candidate UAV Movements Exhausted

World, Targets, 

UAVs

Determine 

Candidates for 

Decisions

Candidate UAV 

Movements

Next Candidate

UAV Movement

UAV Schedules

Pick the best

candidate

Repeat for all time-steps

Exit...

 
Figure 22 The “Determine UAV Schedules” Component 

 

The ―Determine Candidates for Decisions‖ module uses the speed of the UAV to 

determine all of the spaces that the UAV can reach within this time-step.  Given that this 

is a grid world, the candidates will be adjacent sectors, calculated outward from current 

position of that UAV.  A visualization of this candidacy is given in Figure 23. 

 

Figure 23 UAV Movement Candidacy Based on Speed 

 



 

71 

Figure 23 shows the candidate spaces for UAV1 at its current location.  The speed of 

the UAV is indicated by the length of the red arrow vector pointing out of it.  Based on 

this distance, the highlighted spaces make up the candidate locations for the next time-

step.  The UAV can either continue to loiter in its current location or it can travel to any 

location that its speed will permit. 

For each of these candidate spaces, the World is altered by moving the UAV to that 

space, and, as in the ―Run Simulation‖ module, a network prediction is made.  Unlike the 

―Run Simulation‖ module, the algorithm must rely on a prediction.  For a given UAV 

movement, the prediction of the network overlay will work on perfect information.  The 

network connectivity will have no uncertainty because the positions of all friendly units 

will be known.  However, the UAVs have no knowledge of the traffic that will be sent, 

and can therefore have no knowledge of the score they will obtain from positioning 

themselves in a given location.  Instead they will work on a network traffic model.  For 

this iteration of the research, however, the prediction model that is implemented gives the 

UAVs perfect information.  It will be left to future work to implement a more robust 

prediction model that brings in elements of the NTO to provide this level of tactical 

planning.  By using a ―perfect information‖ model, this research will determine a baseline 

for an effective algorithm, independent of the underlying mechanism for network 

prediction, which is another large area of research. 

Furthermore, the UAV system will rely on an HVT-movement prediction model to 

similarly determine the projected mission effectiveness score.  As was the case for the 

network prediction model, the HVT prediction model will have perfect information.  

Movement models can be very complex and introduce a high level of complexity that 
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may confound the results of the simulations.  By leaving this module at a level of perfect 

information, a baseline can be established for the format of an effective algorithm. 

The ―prescribed algorithm‖ uses these modules as tools to determine the outcome of 

the decisions it makes.  Ultimately, the tools will allow the algorithm to determine which 

UAV placements will benefit the system in the best way.  Whether the algorithm is 

deterministic or stochastic, whether it performs network tests once or performs multiple 

predictions on the same candidate solution, these tools define the underlying structure to 

any algorithm that is applied. 

4.3 Analyzing Utility 

The dynamic programming (DP) algorithm defined in Chapter 3, a basic depth-first 

with backtracking (DFS-BT), and a Monte Carlo simulation were implemented in the 

framework defined in this research using the methodology defined in Chapter 3.  The 

expected result was for the Monte Carlo solution results to bound the DP algorithm on 

the lower end and for the DFS-BT solution results to bound the DP algorithm on the 

upper end.  The results are discussed here. 

4.3.1 Analyzing the Total Utility 

The total utility, placementv , is the primary measure of merit to assess the success of the 

algorithm.  When the placementv  is measured from the DP algorithm to the Monte Carlo and 

DFS-BT, and we stack the results adjacent to each other, from Monte Carlo to DP to 

DFS-BT, we should see an upward trend at every level.  The results however, do not 

reflect this trend, as Table 5, Table 6, Table 7, and Table 8 show.  These tables are 

displayed on the next few pages. 
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One of the issues that came up in experimentation was that DFS-BT was so 

computationally complex that it was not possible to run multiple simulations on it.  It had 

been previously thought that the experiment sets DFS-01-01, DFS-01-05, DFS-05-01, 

and DFS-05-05 would be able to complete in a reasonable amount of time and the results 

could be extrapolated to have results that could be compared even at the larger scale.  The 

DFS-BT must make a decision for each UAV and at a given time-step, the number of 

permutations of UAV placements is very large.  Then, for each of those single-time-step-

single-permutation options, an entire set of options for future UAV-schedules exists.  It is 

not possible within the amount of time allotted for this research to obtain results for DFS-

BT to gain enough confidence in the averages to report on its performance.  In fact, we 

were only able to collect 5 results for DFS-01-01, 5 results for DFS-01-05, and only 2 

results for DFS-05-05.  The next few pages of results will only show a few of the results 

for DFS-BT simulations. 

Table 5 Total Utility with 1 HVT 
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Table 6 Total Utility with 5 HVTs 

 

Table 7 Total Utility with 10 HVTs 

 

Table 8 Total Utility with 15 HVTs 
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4.3.2 Conjecture on the Effect of Mission Effectiveness of Small Numbers of 

UAVs or Small Numbers of HVTs 

The first unexpected characteristic is that the Monte Carlo utilities are greater than the 

DP utilities for many of the scenarios.  In the scenarios that offer 1 HVT we see that the 

comparisons can be sporadic.  The DP algorithm is marginally better at 5 and 15 UAVs.  

The Monte Carlo simulation performs much better at the 10 UAV level.  In fact, across 

the spectrum, when there is only 1 UAV or only 1 HVT, the results are nearly 

unpredictable.  We conjecture that with scarce UAVs, bad initial placement may have a 

very large effect on the outcome, causing sporadic results despite any other conditions.  If 

this conjecture is true, it underlines the importance of good intelligence and its 

importance on the outcome of military operations. 

We may also draw the conclusion that with a small number of UAVs it is difficult to 

achieve video surveillance coverage because of the scarce opportunities to view it.  With 

limitations on the traveling distance of UAVs, a video track from one UAV may need to 

―pass off‖ responsibly to a UAV in the next zone.  If no UAV exists in that zone or the 

UAV in the adjacent zone is busy, the target will be missed. 

For small numbers of UAVs or small numbers of HVTs it is difficult to draw 

conclusions about the simulation because it is difficult to determine where the loss of 

performance occurred.  It may have been the case that the targets were missed because 

there never existed opportunity or it may be the case that the targets were missed because 

the algorithm was designed poorly, but these cases are indistinguishable at the lowest 

level.  The scenarios with 5, 10, and 15 UAVs and HVTs should provide more 

information. 
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4.3.3 Conjecture for Poor DP Algorithm Performance 

One key characteristic that differs between the data sets is indicative of an underlying 

problem in the data.  As expected, the Monte Carlo simulations trend upward at a very 

consistent rate, both at the number of HVTs increase and as the number of UAVs 

increases.  However, this is not true of the DP algorithm results.  At the 5 HVT level, the 

DP utility increases steadily, but under-performs heavily throughout the 10 HVT and 15 

HVT levels.  The Monte Carlo results plateau at the 15 UAV/15HVT level, as expected, 

because of over-saturation of the map with respect to both UAVs and HVTs.  When we 

take a closer look at the data, beyond what is displayed in these total utility graphs, we 

see that the DP-algorithm results are missing an entire component that the Monte Carlo 

data includes.  The trend exists in all data sets, but we will examine the 15 UAV/ 15 HVT 

levels to show the pronounced difference. 

Table 9 Component Utilities for Monte Carlo and DP at the 15-15 Level 

Monte Carlo Dynamic Programming 

Utility 
Bytes 
Delivered HVT Score 

Links 
Dropped Utility 

Bytes 
Delivered HVT Score 

Links 
Dropped 

1.509940989 5.59E+07 874 0 1.93125 0 1236 0 

1.418625507 4.20E+07 824 0 1.959375 0 1254 0 

1.758007008 1.83E+08 822 0 1.875 0 1200 0 

1.852885981 1.42E+08 908 0 1.8375 0 1176 0 

1.341809324 5.54E+07 772 0 1.93125 0 1236 0 

1.368125461 4.84E+07 796 0 1.89375 0 1212 0 

1.467775641 7.60E+07 812 0 1.89375 0 1212 0 

1.557326919 6.91E+07 870 0 1.81875 0 1164 0 

1.878444039 1.66E+08 856 0 1.95 0 1248 0 

1.679824365 8.31E+07 890 0 1.875 0 1200 0 
 

Table 9 shows that both algorithms report that no links were dropped, which likely means 

that the stability score is not being recorded properly.  Although both methods 
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successfully report the HVT score, only the Monte Carlo results report a network score 

(bytes delivered). 

Despite the trend that none of the DP algorithm results included bytes delivered and 

all of the Monte Carlo simulations reported a score for two component utility values, the 

data shows that the DP algorithm stayed competitive and even beat the Monte Carlo in 

every case at the 5 HVT level.  We conjecture that the DP algorithm, were it to report 

network score, would easily beat the Monte Carlo results.  The data may not show the 

result directly, but the strong likelihood is that the DP algorithm performed so well in a 

single aspect of the problem that it beat the benchmark by a large margin.  It will be 

difficult to support this conjecture, but future results could prove this point. 

4.4 The Spread and Reliability of the Data 

Finally, we examine the reliability of the data.  In the methodology, it was suggested 

that a large number of simulations would help to mitigate the bias that results from initial 

placement.  It was decided that 30 iterations would be a reasonable number for the DP 

algorithm because it would allow the utility data to reduce its spread while still allowing 

results to be obtained in a manageable amount of time.  For Monte Carlo simulations 

which operated very quickly, 500 iterations were run for each test case.  It is expected 

that the standard deviations would be very small for the Monte Carlo simulations and the 

standard deviations for the DP algorithm simulations would be a little bit larger, while 

still reliable.  The standard deviations are reported in Table 10. 
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Table 10 Standard Deviation of Total Utility for Monte Carlo and DP 

  
Monte Carlo 

   
Dynamic Programming 

  
UAVs 

   
UAVs 

  
1 5 10 15 

   
1 5 10 15 

H
V

TS
 

1 0.0700 0.1590 1.2579 1.2579 
 

H
V

TS
 

1 0.0000 0.0616 0.2803 0.4610 

5 0.1548 0.2748 0.3942 0.4487 
 

5 0.0467 0.0821 0.1556 0.2319 

10 0.1386 0.1764 0.2690 0.4174 
 

10 0.0078 0.0332 0.0674 0.0818 

15 0.3828 0.1874 0.3780 0.2709 
 

15 0.0112 0.0208 0.0253 0.0600 
 

The standard deviations are relatively small in comparison to the utility scores that 

they describe, but this is difficult to ascertain from the standard deviations themselves.  

To give more context, we derived 95% confidence intervals, using Student‘s t-

Distribution, calculated from the sample mean X , sample standard deviation S  and 

sample size n  [33]: 

/2 /X t S n  

The t-distribution assumes that the population is normally distributed, using the variable 

/2t  to describe the likelihood that the sample mean represents the true mean.  The 95% 

confidence intervals show the range of values in which the true mean value could fall at 

the 95% confidence level.  In order words, there is only a 5% chance that the true mean 

value for the total utility function falls outside of the range of values indicated in the 

following graphs.  The numerical ranges are shown in tables below the graphs. 
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Table 11 95% Confidence Intervals on DP Algorithm Total Utility at 1 HVT 

 

Table 12 95% Confidence Intervals on Monte Carlo Algorithm Total Utility at 1 

HVT 

 

1 5 10 15

Upper Limit 0 0.264241009 3.581833911 2.362028187

Lower Limit 0 0.326097155 3.713818263 2.531305146

Utility 0 0.295169082 3.647826087 2.446666667
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1 5 10 15

Upper Limit 0.025752937 0.217757334 4.852063083 2.293971065

Lower Limit 0.041714541 0.24181567 4.919724502 2.357652859

Utility 0.033733739 0.229786502 4.885893793 2.325811962
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80 

Table 13 95% Confidence Intervals on DP Algorithm Total Utility at 5 HVTs 

 

Table 14 95% Confidence Intervals on Monte Carlo Algorithm Total Utility at 5 

HVTs 

 

1 5 10 15

Upper Limit 0.258807599 1.261141157 2.083189654 2.761229596

Lower Limit 0.312689985 1.33257865 2.181544646 2.881282481

Utility 0.285748792 1.296859903 2.13236715 2.821256039
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1 5 10 15

Upper Limit 0.217860275 1.009585317 1.857679955 2.501522312

Lower Limit 0.241597803 1.041209058 1.895555006 2.541932531

Utility 0.229729039 1.025397188 1.876617481 2.521727422
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Table 15 95% Confidence Intervals on DP Algorithm Total Utility at 10 HVTs 

 

Table 16 95% Confidence Intervals on Monte Carlo Algorithm Total Utility at 10 

HVTs 

 

1 2 3 4

Upper Limit 0.108754956 0.823781469 1.224452539 1.714589917

Lower Limit 0.130745044 0.869200987 1.289198255 1.785886274

Utility 0.11975 0.846491228 1.256825397 1.750238095
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1 2 3 4

Upper Limit 0.124198996 0.640464993 1.49047679 2.554926532

Lower Limit 0.146657182 0.66580194 1.521768412 2.593900989

Utility 0.135428089 0.653133467 1.506122601 2.574413761
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Table 17 95% Confidence Intervals on DP Algorithm Total Utility at 15 HVTs 

 

Table 18 95% Confidence Intervals on Monte Carlo Algorithm Total Utility at 15 

HVTs 

 

What we notice is that the confidence intervals for the Monte Carlo simulations are 

extremely small meaning that there is a very high confidence in the mean values that 

1 2 3 4

Upper Limit 0.114119031 0.506282722 1.145953323 1.876703756

Lower Limit 0.140545692 0.542259552 1.185602232 1.937796244
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were reported by the simulations.  As expected, the 500 iterations helped to mitigate the 

bias that may have resulted from the stochastic initial placement.  Were there a less 

reliable initial state mechanism, it may have lead to even larger ranges of values, but 

using the baseline initial placement mechanism we have high confidence in our results. 

The dynamic programming solutions, even with only 30 iterations were able to give 

more stable outputs than the Monte Carlo simulations.  This was expected because the 

decision making ability of the algorithm tends to give high consistency to the results.  It 

was for this reason of solution consistency that a deterministic method was chosen.  Since 

the spread of the sample data is small, the resulting 95% confidence interval for the 

spread of the data is also small.  Even at the most rigorous level with the most 

uncertainty, at 15 UAVs with 15 HVTs, we observe a spread that is only 3.2% of the 

mean value.  The spread of data supports the conjecture that a deterministic algorithm 

returns predictable, reliable results. 

4.5 Summary 

The simulation test bed designed for this research is robust and capable of supporting 

a plethora of different algorithms.  For this research, we employed a dynamic 

programming algorithm, a depth first search with backtracking, and a Monte Carlo, using 

the tools that are the core of this test bed. 

Using realistic data, based on operational conditions, the results showed promise that 

the deterministic DP algorithm would strongly outperform its benchmark.  It was capable 

of following HVTs to a high degree, and pending the introduction of network data, the 

algorithm would likely report high utility values, as well. 
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From the data that was collected, there is high confidence that the deterministic 

algorithm is a suitable choice for real world operational missions in which UAVs are 

needed.  Small confidence intervals in the dynamic programming results show that the 

results the algorithm gives have a high level of consistency, which is a strongly desired 

trait in a planning tool.  The utility values show that it is potential to be effective at 

performing the dual-role. 
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V. Conclusions and Future Work 

This research focused on the prospect of enhancing the use of UAVs by placing them 

in a network-oriented/mission-oriented dual role.  It was suggested that one of the 

greatest obstacles to realizing this potential for highly utilized UAVs is having the 

operational and tactical planning necessary to allow large numbers of UAVs to work 

cooperatively.  To build on previous research that developed the idea of a Network 

Tasking Order (NTO), concrete planning methods are needed.  To fulfill the need for 

concrete planning methods that accomplish a dual-role for UAVs, an operational plan 

was suggested, along with a mathematical model to support it. 

That mathematical model discretized the geographic space to scale back to 

computational complexity, modeled the environment with high-value targets, UAV 

entities, and a network model, and introduced dynamics that would govern that 

environment.  Furthermore, a simulation test-bed was developed that implemented that 

mathematical model and created a method of implementing new algorithms. 

Furthermore, this research suggested a deterministic dynamic programming algorithm 

to compromise between network performance and stability and mission effectiveness.  

Novel heuristics and problem simplifications implemented in this algorithm allowed it to 

operate in a relatively short amount of time, while still generating excellent UAV 

schedules.  The algorithm‘s simplicity, speed, and accuracy make extremely 

operationally relevant. 

We suggest that, with only a few more improvements, the algorithm should be used in 

forward deployed locations, alongside the expertise of human operational planners, to 
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present this novel potential for dual-role UAVs.  The problem formulation, simulation 

test-bed, and algorithm serve as good first steps towards realizing a tool that will 

dramatically improve mission effectiveness, and potentially change the way we fight. 

5.1 Future Work 

The next iteration of algorithms for UAV placement must consider the consequences 

of short flight time.  The reality of small UAVs is that they have a capacity for 

significantly less loiter time, and it can be a difficult challenge to maintain coverage of a 

particular target in the absence of a sensor‘s continuity.  The current utilization of small 

UAVs is generally confined to ―over the berm‖ surveillance, at a highly tactical level.  

Much of the motivation for using large UAVs, such as the Predator and Global Hawk, is 

that they can have flight times as high as 40 hours.  The amazing flexibility of this 

capability naturally broadens its utilization.  Improving hardware has the potential to 

mitigate this problem, but realistically, we may never see a Raven that can loiter for 40 

hours, even if the need were to exist.  A Raven can fly up to 80 minutes, and the U.S. 

Army‘s Shadows and Hunters can easily achieve over 3 hours of flight time.  Though the 

flight times may be modest, their logistical challenges are far fewer, and refueling via 

―touch-and-goes‖ is a distinct possibility.  An algorithm that can account for flight time 

as a parameter, and can provide a mechanism for planning to refuel, will create more 

realistic results for routing in swarms of small UAVs. 

Also, although the simulation test-bed was originally intended to support both 

discretized and continuous space, it currently only supports the former.  By opening the 

simulation-test bed to a continuous space, it may make the test bed lean a little closer to 

more mainstream, general purpose simulators, but it may also increase the breadth of the 
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problem and present challenges that are truer to life.  One of the limitations of the 

discretized space is that there some sampling error that occurs with positioning.  In the 

grid world, it is assumed that a UAV will be hovering over a particular area for a period 

of time.  But by the assumption that the UAV is not moving at all in the simulation, it 

may violate the agreement that the UAV would be in a certain position to support the 

network.  Continuous space would open the problem space and reduce some of the 

sampling error. 

Research on improved algorithms to place UAVs should continue.  This research 

presents a deterministic algorithm, but perhaps some stochastic methods could improve 

the results.  Evolutionary algorithms or simulated annealing techniques may do a better 

job of exploring the search space and avoiding the pitfalls of greedy choices that sacrifice 

long-term gains.  As is the case with all algorithms, the results may vary based on the 

domain.  The assumptions made, and the methods that resulted from those assumptions, 

during this research were based on the environment in Afghanistan and Iraq where the 

areas of interest are sparsely populated and there is little radio interference.  Perhaps in a 

physical environment like China or India, where the population is much denser and the 

amount of interference is higher, different planning techniques or different algorithms 

may be better suited.  The downside to a stochastic algorithm is that the characteristics of 

the resulting solution may be harder to predict, and thus more difficult to enforce 

consistency of quality, but the solution may be produced more quickly or with a greater 

breadth of the problem space. 

Finally, Incremental changes to the current simulator are needed.  For instance, the 

utility normalization can be improved with more accurate bounding on the maximum 
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possible value.  This will help to remove bias in the utility function.  The decision-

making currently uses perfect information about the movement of HVTs and the 

movement of network traffic to determine where to place UAVs.  It may be a large area 

of research to introduce more uncertainty while preserving the quality of the results, but it 

will be necessary to introduce another level of reality to the simulation.  Furthermore, it 

may reduce computation times significantly because the generation of the hypothetical 

next-state for a potential solution will be less computationally rigorous.  The time quanta 

are set at 5 minutes with fixed schedules for the HVTs.  A tool that can generate new 

scenarios based on desired characteristics of the battle environment will produce more 

accurate performance results by testing the algorithm under more varied conditions.  And 

finally, the environment and signal propagation model is simple.  It is assumed that there 

is no terrain and there are no buildings to obstruct signals.  The level of planning 

addressed in this problem may not necessarily require such intricate planning, but 

consideration to the terrain may have great consequences for the routing of the UAVs.  

There are a plethora of ways to improve upon the simulation test bed and the algorithm 

itself, but the preceding areas name only a few. 
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Appendix A:  List of Acronyms 

AODV, Ad Hoc On-Demand Distance Vector  

AOR, Area of Responsibility 

ATO, Air Tasking Order 

AWACS, Airborne Warning and Control System 

BLOS, Beyond Line of Sight 

C2, Command and Control 

C2ISR, Command, Control, Intelligence, Surveillance and Reconnaissance 

CAOC, Combat Air Operations Center 

CDS, Connected Dominating Set 

CONOPS, Concept of Operations 

COP, Common Operating Picture 

DSDV, Destination-Sequence Distance-Vector 

EC2, Enterprise Command and Control 

FBCB2-BFT, Force XXI Battle Command-Brigade and Below-Blue Force Tracker 

FBCB2-EPLRS, Force XXI Battle Command-Brigade and Below-Enhanced Position  

Location Reporting System 

JSTARS, Joint Surveillance and Target Attack Radar System 

FOB, Forward Operating Base 

GIG, The Global Information Grid 

HMMWV or ―Humvee‖, High Mobility Multipurpose Wheeled Vehicle 

IED, Improvised Explosive Device 

IRC, Internet Relay Chat 

LOS, Line of Sight 

LS, Layered Sensing 

MANET, mobile ad hoc network 

MRAP, Mine Resistant Ambush Protected 

MTTP, multi-Service Tactics, Techniques and Procedures 

NCW, Network-Centric Warfare 

NTO, Network Tasking Order 

OSPF, Open Shortest Path First 

RPG, Rocket Propelled Grenade 

SA, situational awareness 

SATCOM, Satellite Communication 

TOC, Tactical Operations Center 

UAS, Unmanned Aircraft Systems 

UGS, Unattended Ground Sensor 

VC, Virtual Circuit 

VCR, Virtual Circuit Routing 

WSN, Wireless Sensor Networks 
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Appendix B:  Proofs 

B-1 Solution Space Size 

Given U UAVs, M locations, and T time steps, the solution space can be enumerated 

as follows: 

 At any given time step, a UAV can be placed in M different locations.  The 

placement of a UAV in a given spot does not prohibit the placement of 

another UAV in that same location because bandwidth constraints do not 

guarantee that the single UAV will be able to satisfy the network demand of a 

given set of nodes.  The solution space must account for assigning a given 

area with more than one UAV.  Thus, for one time step, there are ( )UO M  

different UAV schedules. 

 From any given schedule, all UAVs could potentially end up at a different 

location for the next time step.  The distance that a UAV can travel depends 

on the parameter of their speed, but because this variable is a parameter, and 

not an input, it is difficult to account for this limiting factor in the solution 

space.  A conservative estimate of the solution space is ( )UTO M . 
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Appendix C:  Data Sources 

C-1 Environment and Target Data 

The Caspian Sea scenario was previously used to demonstrate dynamic tactical 

targeting capabilities using an architecture to task a sensor network.  The research was 

conducted by Maj. Michael Davis and Maj. Reginald Kabban to develop metrics that 

could be used to measure the performance of layered sensing, an information collection 

and exploitation system [1].  A map of the geographic area can be seen in Figure 24 

Geographic Area of the Notional Scenarios used in Layered Sensing Study 

 

Figure 24 Geographic Area of the Notional Scenarios used in Layered Sensing 

Study 

The researchers defined an entire notional conflict to give context to the events that 

occur and to add an element of realism, in terms of U.S. response.  In the scenario, two 

hypothetical countries, AnFar and Azeri begin conflict over a disputed region.  AnFar 
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military forces occupy the disputed region and Azeri forces attempt to limit further 

incursion into Azeri territory.  The U.S. responds to ease tension and squelch the conflict.   

The U.S. response that is modeled in the simulation is a deployment of intelligence 

assets, such as an assortment of UAVs, aerial C2 platforms, and unattended ground 

sensors (UGSs).  As Figure 25 Layered Sensing Full Scenario ISR Deployment shows, 

the different platforms correspond to different levels of ISR responsibility.  Where the 

JSTARS and Global Hawk are responsible for the entire region, the Predator, Shadows, 

and Hunters are assigned specifically to a particular urban area. 

 

Figure 25 Layered Sensing Full Scenario ISR Deployment 

The deployed ISR assets are meant to support ground forces, whose mission is to 

neutralize offensive threats, detect and terminate insurgent activity, and develop and 

maintain lines of communication.  The objectives and the enemy targets can be seen in 

Figure 26 Layered Sensing Mission Objectives and Enemy Forces.  The stated mission of 

the ISR assets is to develop situational awareness.  Specifically, the ISR assets will 
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locates static and mobile IADs threats positions and conduct continuous weather 

reconnaissance.  The ISR assets simulated in this environment are supplemented with 

electronic intelligence (ELINT) and human intelligence (HUMINT). 

 

Figure 26 Layered Sensing Mission Objectives and Enemy Forces 

 

C-2 Modeling Network Traffic 

The data sets that are used to populate the network traffic are not direct data dumps 

from operational campaigns.  Often it is the case that this data is sensitive and the 

contents are not able to be released.  However, there are many studies on equipment and 

procedure that emulate operational network usage pretty accurately.  Recently, in 2010, 

the 82
nd

 Airborne Division at Ft. Bragg, NC performed a study on the Harris 117G 

tactical multi-band radio [17].  The research was meant to be a stress test on the hardware 

and software included in the package.  To do this, the researchers included software tools 
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that are currently used in military operations, such as the mIRC chat client, Webmail, 

UDP file transfer, Sharepoint Portal Traffic, Biometrics enrollment transfer using 

TACCHAT IP, and TIGRNet.  Although the network traffic was heavily Army focused, 

the intent does not change.  The nature of the data is not fundamentally different, nor is 

the schedule on which it occurs.  Included in this appendix are the traffic volume results 

that were used to generate the input to the simulations in this research.  Each of these data 

sets shows traffic over a four minute period.  It was simply assumed that this traffic 

pattern would continue to loop in the same fashion over the course of the simulation, and 

the data sets that were used repeated the load for the duration of the simulation. 

 

Figure 27 mIRC Traffic Analysis 

 

The mIRC application is a chat client.  It is commonly used by tactical operators who 

are physically on the battlefield, commanders stationed at nearby command posts, and 

information analysts also located near the battlefield.  The tool allows these stakeholders 

to discuss information about the environment and coordinate plans of action.  This traffic 

is typically low volume because it is simply text-based. 
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The SIPR web-mail access entails application-level key and password authentication, 

as well as the transfer of messages.  The translation of this logged information into the 

data set entailed single login attempts by ground users, following by intermittent e-mail 

accesses by those users.  It was assumed that only half of the ground users would need e-

mail access within the given period, but that those users would access multiple e-mails 

over the course of the simulation.  The amount of traffic generated from these specific 

actions can be seen in Figure 28. 

 
Figure 28 SIPR Webmail Traffic Analysis 

 

TACCHAT IP is an Army chat client that enables UDP file transfer, as depicted in 

Figure 29.  Only single file transfer was included over the course of the simulation. 

 

 
Figure 29 Map File Transfer (TACCHAT IP) Traffic Analysis 
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SharePoint access shows normal web traffic that soldiers may need to access to 

receive shared data.  The pattern of this traffic over the course of a 4 minute period is 

shown in Figure 30.  This volume of traffic was repeated continuously, looping 

throughout the entire simulation. 

 

 
Figure 30 Microsoft SharePoint (Portal) Traffic Analysis 

 

TIGRNet is an Army tool for sharing battlefield information is shown in Figure 31.  

This traffic is repeated continuously. 

 

 
Figure 31 TIGRNet Traffic Analysis 
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The previous sources describe web traffic that originates from ground nodes during 

the simulation.  Figure 32 shows a traffic pattern resulting from full motion video that is 

captured by a Predator UAV.  In the course of the exercise performed in [17] the video 

quality is up-converted halfway through.  In this simulation, it was simply assumed that 

the video would stay at one level of quality.  For every HVT that was observed, the 

assigned UAV would produce 96kbps of data, as shown in Figure 32. 

 

 
Figure 32 Streaming Video Traffic Analysis 

 

To align with the parameters of the problem space, the traffic was arbitrarily assigned 

priority by traffic type.  UAV video traffic was assigned priority 1, TIGRNet traffic was 

given priority 1, mIRC traffic was given priority 2, webmail wag given priority 3, 

TACCHAT file transfer was given priority 4, and SharePoint access was given priority 5. 
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Appendix D:  Greedy Algorithms 

According to [32], a greedy algorithm always makes the choice that looks best at the 

moment.  That is, it makes a locally optimal choice in the hope that this choice will lead 

to a globally optimal solution.  Greedy algorithms do not always yield optimal solutions, 

but for many problems they do. 

The authors in [32] go on to define a generalized sequence of steps that can be used to 

determine whether or not a problem can be solved using a greedy algorithm and how to 

generate that algorithm.  The steps are the following: 

1. Cast the optimization problem as one in which we make a choice and are left 

with one sub-problem to solve. 

2. Prove that there is always an optimal solution to the original problem that 

makes the greedy choice, so that the greedy choice is always safe. 

3. Demonstrate that, having made the greedy choice, what remains is a sub-

problem with the property that if we combine an optimal solution to the sub-

problem with the greedy choice we have made, we arrive at an optimal 

solution to the original problem. 

It should be noted that this definition and these steps apply to optimization problems 

in which a greedy algorithm can achieve ―the best‖ solution.  In the case of this research, 

a greedy algorithm cannot provide the best solution, but the hope is that a greedy 

algorithm gets close.  
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Appendix E:  Simulation Test Bed 

E.1 World Model 

 

E.2 Package Overview 
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E.3 High Level Sequence Diagram of the Program Flow 
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